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APPENDIX B. COMPUTATIONAL STUDIES

Three computational studies have been accomplished for the Magnetohydrodynamics
Accelerator Research Into Advanced Hypersonics (MARIAH) Project. A one-dimensional (1-D)
magnetohydrodynamics (MHD) accelerator design and analysis computer code named ACCEL
was previously developed at MSE and has been modified for modeling accelerator channels for
hypervelocity wind tunnel applications. Two other modeling codes were developed through a
subcontract with Ohio State University (OSU). These codes were a 1-D code and a two-
dimensional (2-D) code, respectively. These codes were used to conduct parametric studies on
both equilibrium and nonequilibrium MHD flow trains. The same computer codes were also
used to analyze and interpret the experimental data collected in the NASA Ames Research
Center (NASA Ames) testing program. The results of these analytical studies are documented in
Sections B.2 and B.3.
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B.1 MSE ONE-DIMENSIONAL MHD ACCELERATOR CODE (ACCEL)

A parametric study of MHD performance examined the effect of inlet conditions, maximum
plasma temperature, magnetic field strength, and electrode current density, and each varied
independently. Guided by the results of the parametric study, an optimization analysis was then
performed to evaluate the performance of an MHD accelerator using the best combination of
design variables. These analyses were performed using a modified version of the 1-D MHD
Accelerator Code, ACCEL. The following sections discuss the accelerator code, including its
validation and verification and the results of the parametric and optimization analyses.

B.1.1 Overview

An MHD accelerator design and analysis computer code named ACCEL (Ref. 1) has been
modified to enhance its capabilities for modeling high performance accelerator channels
currently being evaluated for hypervelocity wind tunnel driver applications. As presently
configured, this code is a 1-D, supersonic flow, gasdynamics model for design or analysis of
Faraday-connected MHD accelerator channels. Accelerator channels operating in either an
ionizational equilibrium or nonequilibrium mode can be modeled. Since MHD often requires the
addition of an easily ionized “seed” material to enhance ionization and increase performance,
this code can model either seeded or unseeded flow.

Section B.1.2.1 describes the 1-D equations of motion on which the gas dynamic model is based
as well as the various design options available in the code. Models for wall heat transfer and
friction are also described. In Section B.1.2.2, the segmented Faraday electrical model is
discussed along with electrode and boundary layer voltage drop models. The two-temperature,
nonequilibrium ionization model, which allows elevation of the electron temperature by the local
electric field or by an external source, is discussed in Section B.1.2.3. F inally, Section B.1.3
contains a verification and validation of the ACCEL code.

The results of an MHD parametric analysis are presented in Section B.1.4. In this study, MHD
accelerator entrance conditions, accelerator gas temperatures, electrical current density, and
magnetic field strength are each independently varied. Finally, the results of an optimization
study are given in Section B.1.5. The selected parameters were varied one at a time, and the
values resulting in the highest overall performance were selected.
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B.1.2 Model Description

NOMENCLATURE

a, A - Parameters used in heat transfer kg
calculation, [see Eq. (B.1- 5)]

A - Cross-sectional area, m’ L

b,B - Parameters used in heat transfer L
calculation, [see Eq. (B.1- 5)]

B - Magnetic field strength, Tesla ]

BndryVff- Boundary layer voltage fudge me
factor

Ce - Mean random thermal velocity my
of electrons, m/s

Ci» - Constants in the Nottingham M
equations, Eq. (B.1- 35) n

Cr - Compressible skin-friction n
coefficient

G - Constant pressure specific heat,
J/kg-K. n

D - Hydraulic diameter, (44/y ), m p

Dy - Constants in the Nottingham P,
equations, Eq. (B.1- 36) Prega

e - Electron charge, 1.602x10™° C

E - Electric field, V/m

Eoax - Constraint on maximum electric
field, V/m Pr

f - Accommodation coefficient for q
thermal energy transfer from Ow
1ons

g - Statistical weight for ground Q
state of ions

20 - Statistical weight for ground
state of neutral atoms Ok

h - Enthalpy, J/kg

h - Planck's constant, 6.6242x10>* J.s S

h - Channel height or electrode pair St
separation, m T

J - Current density, A/m’ u

Ji - lon current density at the cathode v
surface, A/m’ v

k - Boltzmann's constant, Vea
1.38047x10°%, J/K Van

Equivalent sand grain roughness
height, m

Channel length, m, Eq. (B.1- 20)
Arc length, Nottingham model,
Equations (B.1- 35)(B.1- 36)
Mass flow rate, kg/s

Rest mass of an electron,
9.110x103'kg

Average mass of heavy particles,
kg

Mach number

Number density, #/m’

Exponent in the Nottingham
Equations, Eq. (B.1- 35)(B.1-
36)

Total species concentration, #/m’
Pressure, Pa

Electrical Power, W

Power density input required to
maintain elevated electron
temperature, W/m®, see Equation
(B.1-55)

Prandtl number

Wall heat flux, W/m®

Total heat rate to the channel
walls, W

Cross-section for collisions
between electrons and heavy
particles, m?

Collision cross section for the k™
neutral species, m’

Electrode axial spacing, m
Stanton number

Temperature, K

Fluid velocity, m/s

Specific volume, m’/kg

Channel volume, m’

Cathode voltage drop

Anode voltage drop



w
/4

X

Channel width, m

Energy loss from an electron per
collision, J/collision

Distance in axial direction, m

Greek Variable Names

¥ 123

B
ﬂ crit
o

5/

NS A

Constants in the Nottingham
Equations, Eq. (B.1- 36)

Hall parameter

Critical Hall Parameter

Average fractional energy loss
from electrons per collision with
the heavy particles, see Equation
(B.1- 62)

Fractional energy loss factor for
electron collisions with the
heavy particles, see Equation
(B.1- 62)

Permittivity of free space,
8.85525x10"? F/m

Ionization potential, eV

Material work function, anode,
eV

Material work function, cathode,
eV

Ratio of Debye length to average
impact parameter, see Equation
(B.1- 58)

Mass density, kg/m’

Electrical conductivity, S/m
Wall shear stress, N/m*
Perimeter, 2x(height + width), m
Specific Heat ratio

Subscripts
[Note: thermodynamic properties and flow

properties with no subscript (e.g. p, T, u, h,
etc.) refer to the local 1-D average value of

that property.]

an Anode

aw Adiabatic wall

c Channel core

ca Cathode

bl Boundary layer conditions

e Electron

g Gas (heavy particle)

I Ion

k k™ species

k Parameter based on roughness
ref - Reference value

s - Species

w - Wall

x - Axial coordinate direction

y - Transverse coordinate direction
z - Coordinate direction

B.1-3

perpendicular to the axial and
transverse directions



B.1.2.1 Gas Dynamic Model

Gas dynamic temperature and pressure are determined in the ACCEL code from the solution of
the 1-D equations of motion and mass continuity, including the effects of wall friction and heat
transfer. This section discusses the design features available in the code and describes the
principles and equations on which the gasdynamic model is based. This code also allows the user
to chose between four design variable options, which are discussed below.

B.1.2.1.1 Fluid Dynamic Equations of Motion

The gas dynamic equations of motion have been adapted from Rosa (Ref. 2) to include wall
friction and heat transfer and are given by:

Momentum Equation:
du o _ . p I (B.1- 1)
pu dx dx - .]y z D 1=
Energy Equation:
d(u J 4q
— | —+hl=7 — Ld B.1-2
pu dx( > JE = ( )
Mass Continuity Equation:
m=puAd (B.1- 3)

B.1.2.1.2 Wall Friction and Heat Transfer
The wall shear stress in the momentum equation is calculated from:
1
fw_—_'z—cfpuz (B1'4)

where the compressible skin-friction coefficient Cy, is determined from the theory of van Driest
(Ref. 3, Equation 7-140)

sin! 4 +sin” B

X
~579 + 415 log| = .[C B.I-5
JC Tyl T- Og[ks f) (B1-3)
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In this equation, “x” is the distance from leading edge, and %, is the equivalent sand grain
roughness height. The adiabatic wall temperature for turbulent flow T,,,, is given by:

17_1 2
T, =T\1+Pr, 5 5= M (B.1- 6)

where Pris the Prandtl number evaluated at the reference temperature. 7. is determined
from:

T+T,
Ty = =5 +0022 (7,,-7) (B.1-7)

Kays and Crawford (Ref. 4) note this reference temperature provides satisfactory correlations
with high-speed turbulent flow data. The parameters “4” and “B” in Eq. (B.1- 5) are given by:

g 2ah (B.1- 8)
(b2 + 4a2)1/2 '
and
B= b (B.1-9)
(b2 4a2)]/2 '
where the coefficients “a” and “b” are:
y—-1 T) %
= f— - B.1- 10
a ( 3 M T ( )
and
T
b =21 B.1-11
z (B.1-11)

Convective heat transfer in the ACCEL code is calculated by a model from Kays and Crawford,
which includes the effects of surface roughness and the effects of temperature recovery and
variable properties in the boundary layer. Additional terms have been added to the model to
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account for the increased heat transfer due to the anode and cathode sheaths. The convective
heat transfer to the wall is given by:

Qo =P uC, St (T,,-T,) (B.1- 12)
where the Stanton number based on roughness is given by:
St, =Re,"? Pro# (B.1- 13)

The Reynolds number based on roughness height is given by:

Re,.[C, /2
_ SN2 (B.1- 14)

Re, =
i DIk,
and Rep is the Reynolds number based on the hydraulic diameter:

pref uD

Re, = (B.1- 15)
/'lref

The reference values in these equations are evaluated at the reference temperature 7,.;, [Eq. (B.1-
7)]. The overall Stanton number based on the reference property values and corrected for
roughness effects is then given by:

C, /2
 Pr,+,[C,2/81,

St (B.1- 16)

where Pr, is the turbulent Prandtl number, which is approximated by a value of 0.9 for air as
suggested by Kays and Crawford.

Heat transfer to the anode and cathode surfaces due to the power dissipated in the sheath are
approximated by Reference 5, Equations 36 and 37:

Anode Heat Transfer:

SkT,
qanode = j( zee + Van + em] (Bl' 17)



Cathode Heat Transfer:

5kT
9 cathode = Ji [E,- +f(2—e' + VC"JJ - JjE, (B.1- 18)

where a value of 4.5 electron volts (eV) for copper (Ref. 6) was used for the material work
functions for the anode and cathode, €., and e, during all studies in this report. Values for
the electron temperature 7, and the ion temperature 7; were set equal to the gas temperature, 7,
since equilibrium was assumed for these studies.

The average heat flux to the wall is the sum of the heat fluxes due to convection and electrode
sheath effects:

w
qw = qconv + (qanode + qcalhode) ; (Bl- 19)
The total heat transfer rate to the channel walls is then:
L
o, = qut//dx (B.1- 20)
0

B.1.2.1.3 Design Variable Options and Differential Equations

Three design options and one off-design analysis option are available in the ACCEL code. For
each of these options, the user must specify an axial distribution of the design variable. Axial
variations of velocity, static temperature, or static pressure can be specified for the design
options, or an area distribution can be specified for the off-design analysis option. For each
option, the value of the design variable is specified at discrete axial locations along the
accelerator channel. Linear interpolation between these locations determines the values at other
locations during the computations.

Differential equations for the compressible MHD flow models with heat transfer and friction

have been derived for each design option from the momentum, energy, and mass continuity
equations [Equations (B.1- 1), (B.1- 2), (B.1- 3)] and are given below:
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Velocity Distribution Option:

Pressure Distribution Option:

Area Distribution Option:

B.1-8

(B.1-21)

(B.1-22)

(B.1-23)

(B.1- 24)

(B.1- 25)

(B.1- 26)

(B.1-27)



Al u? (o"lnv) pu® [amvj dH pu’ d4
Ty T T4 c r\omr c T\omT) dx 4 dx
P p] p P

pu? (é’lnv] u? (é’lnv] 2
1+ +
P \omp c T\omr
P p

T

(B.1-28)

Integration of the differential equations is accomplished with a fifth-order, adaptive step size,
Runge-Kutta integrator (Ref. 7).

Solution of the differential equations associated with the chosen design option requires the initial
conditions be specified for the integration variables. Table B.1- 1 lists the required inlet
conditions for each design option.

Table B.1- 1. Specified inlet conditions for each design option.

Design Option Inlet Conditions

Velocity Distribution Enthalpy and Pressure
Temperature Distribution | Velocity and Pressure

Pressure Distribution Velocity and Enthalpy

Area Distribution Stagnation Enthalpy and Pressure

B.1.2.2 Segmented Faraday Electrical Model

In a Faraday configured MHD accelerator, power is applied by a source connected to opposing
electrodes; therefore, the resulting electrical current flow through the plasma is mutually
perpendicular to the velocity of the flow and the magnetic field. A segmented Faraday MHD
channel requires the electrode walls consist of numerous electrodes designed to prevent current
flow in the axial direction. In a segmented channel, the electrodes are paired on opposing walls
and connected to independent power supplies, as illustrated in Figure B.1- 1. When a magnetic
field is imposed on the channel, the transverse current flow (applied by the Faraday power
supplies) produces an axial body force that increases the momentum of the flow; however, it also
produces an axial electric field, E;, that can be detrimental to the channel performance. If an
internal or external current path is available, the axial electric field will result in an axial current
flow that will reduce the performance of the accelerator. For this reason, segmented electrodes
are typically designed to be narrow in the axial direction and are separated by electrical
insulators to prevent or reduce axial eddy currents.
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Figure B.1- 1. Segmented Faraday accelerator.

This section describes the Ohm’s Law equations, critical Hall parameter limit, finite
segmentation model, boundary layer voltage drop, and electrode voltage drop for a 1-D,
segmented Faraday model.

B.1.2.2.1 Ohm's Law Equations

For the 1-D electrical model, variations of velocity, electrical conductivity, current density, and
electric field are assumed to occur only in the axial direction. These parameters are assumed to
be constant on any cross-section perpendicular to the channel axis, or they must be represented
by an appropriate average in the Ohm’s Law equations. Axial current density, j,, is assumed to
be zero for the segmented Faraday model (no axial current). The 1-D Ohm’s Law for a
segmented Faraday model is given by the following equations:

J

Transverse: E =—
o

y

+uB, (B.1- 29)
Axial: E, = p(E, -uB,) (B.1- 30)

B.1.2.2.2 Electrical Conductivity and Hall Parameter
Two models are provided for determining the electrical properties of the MHD plasma.

Chemical and ionizational equilibrium can usually be assumed for seeded, thermally ionized,
MHD plasmas, where an alkali metal seed material is added to the flow to enhance ionization.
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For this type of flow, the thermodynamic and transport properties, including the electrical
conductivity and Hall parameter, can be determined from a chemical equilibrium analysis at a
given thermodynamic state. However, in some circumstances, chemical and ionizational
equilibrium cannot be assumed, and a nonequilibrium model must be used except in a very
specific nonequilibrium situation where the bulk of the flow can be assumed to be in chemical
equilibrium. Nonequilibrium ionization occurs due to an elevated electron temperature;
consequently, the electrical conductivity and Hall parameter can be determined using the model
discussed in Section B.1.2.3. Other nonequilibrium flows are not presently supported by this
code. Only equilibrium models are discussed in this section with the exception of the
nonequilibrium ionization instability model, which may limit the Hall parameter in either the
equilibrium or nonequilibrium models.

Nonequilibrium ionization instability can occur in a plasma when the Hall parameter is large.
Rosa indicates that in atomic gases, observed data “show a wide departure from ideal behavior”
when the Hall parameter is greater than 2 (Ref. 2). It is believed that molecular gases can
maintain stability over a much larger range of Hall parameter values; however, the limits are
presently unknown.

The effects of a nonequilibrium ionization instability phenomenon can be modeled as a reduction
in the apparent values of the Hall parameter and electrical conductivity in the region where it
occurs. A simple model to account for this phenomenon has been included in this accelerator
code. This algorithm limits the ceiling on the Hall parameter to a maximum or “critical’’ value
and reduces the electrical conductivity proportional to the reduction in the apparent Hall
parameter. Therefore, Hall parameter is limited by:

ﬂsﬂcrﬂ (Bl-31)

and electrical conductivity is adjusted when the equilibrium Hall parameter, £, exceeds the
critical value by multiplying the conductivity by the Hall parameter ratio to give:

O =0, (B.1-32)

where the subscript “0” indicates the unadjusted values of conductivity and Hall parameter
calculated by either the equilibrium chemistry model or the nonequilibrium model of Section
B.1.2.3. Rosa indicates that “good performance seems to have been obtained in segmented-
electrode channels up to a Hall parameter approaching 4 in combustion product gases, but only 2
in inert gases” (Ref. 2). A value of 5 for the critical Hall parameter has been used in some
previous studies (Ref. 8 and 9); however, since Hall parameter decreases with increasing
pressure, it remained low for all of the high-pressure studies reported herein and never exceeded
a value of 2. The Hall parameter limit was not invoked in these studies.
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B.1.2.2.3 Finite Segmentation Model

For Faraday devices with finite segmentation of the electrodes, it is necessary to include the
effect of segmentation on performance. The effect of finite segmentation is to lower the apparent
electrical conductivity and apparent Hall Parameter of the plasma. Electrical conductivity and
Hall Parameter are adjusted for finite segmentation by the following amount [Ref. 2, Equation
(4.14)]:

O'(apparenr) B (apparent) 1

real B re -
o (real) plreal) 1+%(ﬂ—0.44)

(B.1- 33)

where “h” is the height of the channel and “s” is the electrode pitch or spacing (combined length
of the insulator and electrode), as illustrated in Figure B.1- 2 [Adapted from Ref. 2, Figure (4.7)].

N | | s B
| h
Bectrode {
| InsulatorE; s v
s>

Figure B.1- 2. Segmented Faraday channel.

B.1.2.2.4 Electrode Voltage Drop Model

When a voltage is applied between two electrodes and a current is established through an
electrically conductive gas, a significant drop in the voltage occurs in the region very near the
electrode surfaces. This region is the electrode sheath in which a concentration of electric charge
accumulates and produces an intense electric field (the large voltage drops that are often referred
to as the cathode and anode falls). In addition to creating the voltage drops, the phenomena
occurring in the sheath layers increases the heat flux to the electrode surfaces.

If a voltage is applied externally to an accelerator channel, the voltage must be reduced by the
magnitude of the voltage drops to determine the electric field applied to the plasma for the
purposes of acceleration. Conversely, if the electric field in the plasma of an accelerator is
determined during a channel design study and integrated over the height of the channel to give
the voltage applied to the plasma, the voltage drops must be added to this to determine the
voltage to be applied by the external power supplies. The actual magnitude of the electrode
voltage drops are of no real consequence in the present MHD accelerator performance studies
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since a design of the external power supplies are beyond the scope of this study. Therefore, the
performance of the accelerators can be determined without regard to the power supply voltages.
However, the effect of the sheath voltage drops on the electrode heat transfer rates is of interest
in determining performance since this impacts the efficiency of the devices.

An approximate model for the electrode voltage drop has been implemented in the ACCEL code,
primarily for the estimation of the increase in heat transfer to the electrode walls.! The results of
the code validation study (Section B.1.3) appear to justify its inclusion. This voltage drop model
is based on research into the characteristics of normal electric arcs by Nottingham (Ref. 10). The
limitations of the model are described by Nottingham’s requirements for a normal arc, “the arc
must be free from external electrical, magnetic, atmospheric, and physical disturbances.” Since
all these disturbances are present in an MHD accelerator, it should be emphasized that the
electrode voltage drop model is only an approximation of the effect normal arcing has on MHD
accelerator performance.

The general form of the equation for the electrode voltage drop suggested by Nottingham is
(Ref.10, Equation 12):

% —(q +C2j (B.1- 34)

electrode — N7
!

where C;, C», and n are constants depending on the electrode material and the medium through
which the discharge occurs. C; and C; are also dependent on whether the electrode is acting as an
anode or a cathode. Nottingham also shows the voltage drop is dependent on the arc length and
given by the following equations (Ref. 10, Equation 19):

Anode:

Vanode =(C1 +IC—2) [l—eXp{(— o —%) LH (B.1- 35)

Cathode:

Vcalhade = (Dl + _D'nlj [1 —€Xp (— as L)] (B 1- 36)
1

! This model was suggested by Rittenhouse et al. (Ref. 5) and used in the AEDC LoRho
accelerator study for the same purpose.
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where, « ;, « 2, and « 3 are dependent on the electrode material and the gaseous medium and L
is the length of the arc. The Nottingham anode and cathode voltage drop equations with the
constants evaluated for copper electrodes in air were given by Rittenhouse et al. (Ref. 5,
Equations 38 and 39) as:

27 0.138
V. -_—(1 55+ 1067) {l—exp[(— 0235 - v ) h]} (B.1-37)
13.5
v, = (14.5 + 737) [1-exp (-67)] (B.1-38)

where “h” is the electrode separation (channel height) in millimeters (mm) (See Figure B.1- 2).
Note the exponential term becomes very small for large electrode spacings. According to
Nottingham, the exponential term becomes significant for electrode spacings of less than 1 mm,
and the exponential term is negligible for electrode spacings greater than 15 mm (Ref. 10). Since
the channel height will always be greater than 15 mm for the channels of interest in this study,
the exponential terms were not implemented in the ACCEL code.

The heat transfer model for the effects of the electrode sheaths was discussed above. The
electrode voltage drops, V,, and V,, were used in Equations (B.1- 17) and (B.1- 18).

B.1.2.2.5 Boundary Layer Voltage Drop Model

Boundary layer growth along the walls of an MHD accelerator channel results in velocity and
temperature nonuniformities that cause nonuniformities in electrical conductivity and electric
field. The velocity boundary layer results in a variation of velocity from a high value at the
centerline of the channel to zero at the wall. Temperature nonuniformity resulting from cooling
at the channel wall causes a variation from the core value to the wall temperature through the
thermal boundary layer. Since electrical conductivity is a strong function of the gas temperature,
the electrical conductivity near the channel walls is significantly reduced, and in some cases, it is
reduced by several orders of magnitude.

The equation for the transverse electric field is given by equation (B.1- 29) and is dependent on
the electrical conductivity and velocity of the gas. This dependency is apparent when Ohm’s
Law is integrated to calculate the transverse voltage V,:

h
Vyz(f)Eydy (B.1- 39)
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By substituting Ohm’s Law into Equation (B.1- 39), the following expression is obtained for
transverse electric field:

V, =

Ty
= +uB, |dy (B.1- 40)

O e

Since the electrical conductivity drops to a very low value near the cold wall of an accelerator,
the first term in this integral can grow to a very large value. For the sake of illustration, assume
the velocity and temperature in the core flow of an MHD duct are uniform and the variation in
these values is confined to the boundary layer regions near the wall as illustrated in F igure B.1-
3a and 3b.

:
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a.) Velocity b.) Temperature c.) Electric Field
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Figure B.1- 3. MHD channel velocity, temperature, and electric field profiles.

From Ohm’s Law, the electric field in the core will be constant:

E,="+u.B, (B.1- 41)

because the velocity and temperature are constant; however, the electric field in the boundary
layer will vary with distance from the wall due to the velocity variation and the dependence of
electrical conductivity on temperature:

Eyb,(y)=($+u(y)33)u (B.1- 42)
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Since the total current to an electrode is constant, an assumption of uniform current leads to a
constant value of j, thus, j, does not vary in the transverse direction. The integral in Equation
(B.1- 40) can then be separated into a term for the uniform core region and an integral for the
variation in the boundary layer:

Y

é
V,=E,(h-26)+2[E, dy (B.1- 43)
0

As can be seen in Figure B.1- 3c, the variation of electrical conductivity and velocity causes the
electric field to increase due to large values near the wall. Integration of Equation (B.1- 43)
results in the voltage distribution shown in Figure B.1- 4.

A 1-D model, such as that described herein, does not model the detailed variation of parameters
in the boundary layers. Instead, a uniform flow field from wall to wall is assumed. A uniform
electric field at the core value would result in a calculated voltage that is given by:

Ve=E,h (B.1- 44)

ye ye

This value, as represented by the dotted line in Figure B.1- 4, will be less than the actual applied
voltage due to the voltage drops in the boundary layer and the difference will be twice the
voltage drop of one boundary layer. Thus,

Vy—applied =Vye 2V s (B.1- 45)

Vy-applied )1

Figure B.1- 4. Voltage distribution across an MHD accelerator channel.
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It should be noted that . is not a “core” value of ¥, but is the voltage imposed across the
electrodes if a uniform electric field, E,. extended to the walls. Since the electric field is
uniform in the core region and varies in the boundary layer, the integration above can be
restricted to the boundary layer region, as noted above in Equation (B.1- 43):

5
Vy-appted = Eye (1= 28) + 2] E,py dy (B.1- 46)
0
and this can be rewritten as:
é s
Vy-app[iea' = Eyc h+2£Eyb, dy—2Ey65 = Eych+2£(Eyb, - Eyc) dy (B.1-47)

By comparing this with Equation (B.1- 45), the boundary layer voltage drop (total for the two
boundary layers) is seen to be:

s
Boundary Layer Voltage Drop =2V, =2 I(Eyb, - Eyc)dy (B.1-48)
0

where the electric field in the electrode boundary layer, £, varies with distance from the wall
as noted above:

E.n) = (ﬁ + u(y)sz (B.1- 49)

Since the boundary layers are not modeled in the 1-D code, a boundary layer voltage drop
estimate factor (BndryVff) has been included in this code to estimate the effect of these voltage
drops.

Three choices for calculating the boundary layer voltage drop are provided in the ACCEL code:

1.)  No boundary layer voltage drop:
Boundary LayerVoltage Drop = 0 (B.1- 50)

2.)  Boundary layer voltage drop calculated based on the induced electric field, (uxB):

BoundaryLayerVoltageDrop = (BndryVﬁ)(uBz) (B.1-51)
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3.) Boundary layer voltage drop calculated based on both the applied and induced field,
(Ey - uB,):

Boundary Layer Voltage Drop= (BndryVﬁ')(Ey - uB:) (B.1-52)

B.1.2.2.6 Electrical Constraint Models

The electrical model includes a constraint on the magnitude of the electric field vector. To
prevent strong arc formation resulting in the reduction of the performance of the accelerator and
causing rapid electrode erosion, the field is constrained to a value equal to or below a user
specified maximum value:

E=JE}+E} <E,, (B.1- 53)

The transverse current density, j, is adjusted (when necessary) to keep the electric field
magnitude within the specified constraint. Otherwise, the current density is maintained at the
user-specified maximum value, j,(max).

Alternatively, the user can specify an axial distribution of one of the electrical parameters, and
the electrical solution will be calculated at each axial position based on the value at that location.
Axial distribution of transverse current density, [j,(x)], transverse electric field, [Ey(x)],
transverse voltage; [V,(x)], or Faraday load factor, [E,/uB;], can be specified. When an axial
distribution is specified, the current density and electric field maximum values are ignored.

B.1.2.2.7 Total Electrical Power Required

The total applied power is given by the power density integrated over the channel volume. Thus:
Vv L

P =[j-Eav=[j E, 4dx (B.1- 54)
0 0

where V is the channel volume and L is the channel length.

B.1.2.3 Nonequilibrium Ionization Model

The present model has the capability to evaluate either seeded or unseeded MHD flow. Seeded
nonequilibrium flow is analyzed using the model discussed in the following paragraphs.
Unseeded air in ionizational nonequilibrium uses the same model but assumes nitric oxide (NO)
to be a surrogate seed species as discussed below. In this model, equilibrium chemistry with
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nonequilibrium ionization is assumed for either seeded or unseeded MHD channel designs,
requiring a table of equilibrium thermodynamic and transport properties be provided.

In the absence of an artificial seed species, the naturally occurring species having the lowest
ionization potential is assumed to ionize through energy coupling of its valence electrons with the
higher energy-free electrons accelerated in the electric field. In dry air at expected accelerator
operating temperature (typically 3,000 K or less), the primary species present are monatomic and
diatomic nitrogen (N2), monatomic and diatomic oxygen (O,), and NO. The ionization potential of
NO can be seen from the data in Table B.1- 2 to be the lowest of the air species.

Table B.1- 2. Ionization potential of species occurring in air.
Species Ionization
Potential (eV)
N, 15.6
N 14.53
o)) 12.05
O 13.61
NO 9.26

The plasma is assumed to be in chemical equilibrium at the fluid dynamic temperature and
pressure. For the accelerator expected operating conditions, the equilibrium concentration of NO
is sufficient to provide the necessary electrical conductivity from ionization. The equilibrium
concentration can be seen in Figure B.1- 5 to be greater than 2 molar (M) percent at a
temperature of 2,500 K and approximately 4% at 3,000 K.
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Figure B.1- 5. Equilibrium concentration of NO in air.
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Because the level of ionization of NO is assumed to reach an equilibrium characterized by the
electron temperature rather than the heavy gas temperature, the electron number density is
determined by the Saha equation evaluated at the electron temperature. For a neutral plasma
(i.e., n. = n;), the Saha equation as given by Rosa (Ref. 2) can be rearranged to solve for the
electron concentration:

[\Fr“" /f ] (B.1- 55)

n—fT

where

' exp [_33} (B.1- 56)

oo et 1 (B.1- 57)

e e ez 2
390, | ——————
\Zk: n, O, + n[Sfreo T InA

e

where

T eokT:|3/2
= —= (B.1- 58)
el

The Hall parameter is calculated from Reference 2, Equation 2.8:

=@wr=—""F-— (B.1-59)
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The mean random thermal velocity of the electrons is given by Reference 2, page 23:

¢ = e (B.1- 60)

The electron temperature, 7., used in the above equations can be determined by considering the
mechanisms by which energy is transferred to the plasma. Charged particles (electrons and ions)
in the plasma are accelerated in the presence of the imposed electric field, therefore increasing
their velocity and kinetic energy. However, ion acceleration and ion currents are neglected since
they are very small when compared to electron acceleration and currents (due to the large mass
of the ions). Energy is then transferred to the heavy particles of the working fluid through
electron collisions with the neutral and ionic species (atoms and molecules) in the gas.

When electrons collide with heavy particles, they lose a fraction of their excess kinetic energy to

the other particle with each collision. The energy transferred from the electron per collision is
given by:

W=5§—k(1;-rg) (B.1- 61)

where ¢ is the mean fractional energy loss per collision:

m,

5=6 {2"’} (B.1- 62)

and &' is the energy loss factor for inelastic collisions.

For elastic collisions (where energy is transferred only to translation in the heavy particle), the

energy loss factor, &' =1, and the fraction of the excess kinetic energy transferred during each
collision is twice the mass ratio of the particles. However, collisions involving diatomic and
polyatomic molecules are inelastic due to the excitation of vibration and rotation, resulting in
large energy loss factors.

Through many collisions, the electron temperature is lowered, the heavy particle gas temperature
is raised, and directed kinetic energy is added to the plasma. This energy exchange is the
mechanism by which the electron temperature would equilibrate with the bulk gas temperature if
no external power were added. If an elevated electron temperature is to be maintained relative to
the bulk gas temperature, power must be added continuously to make up for the electron kinetic
energy lost through collisions.
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Assuming validity of the two-temperature model described above, the power input required to
maintain this temperature difference can be calculated by using an electron energy equation. As
determined by Rosa (Ref. 2), the required power input is:

2 3
quzngneQCcal[mme}_k(T;_T) (B1-63)

ra g
. |2

The energy loss factor for air, 6’ , from Craggs and Massey Handbuck der Physik (Ref. 11), is

given in Figure B.1- 6. Particular values of &' over the range of electron temperature of interest
to the present study are presented in Table B.1- 3, taken from Rosa (Ref. 2, Table 5.2).

Rosa, referring to Equation (B.1- 63), says, “The validity of this equation and of the assumption
of ionization equilibrium at the temperature T, has been largely verified by Kerrebrock and

Hoffman (Ref. 12), and by others (Refs. 13 and 14) by studying the characteristics of discharges
in seeded gases.”

The electrical power density applied to the accelerator plasma is:

. 2

Power density = JE, = I + j,uB, (B.1- 64)
o
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Figure B.1- 6. &', energy loss factor for air (Ref. 11).
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Table B.1- 3. Electron energy loss factor (Ref. 2.)
Electron Temperature (K) o' for Air

3,000 40

4,000 43

5,000 44

6,000 44

8,000 51

2m¢/my (air) 3.87 x 107

The second term on the right hand side, j,uB,, is the “push work” term and is responsible for
increasing the momentum of the flow through the MHD body force. The first term on the right
hand side, jyz/ o, is the Joule heating term. This represents the energy added to the electrons
through acceleration in the transverse electric field and is ultimately responsible for heating the
gas through electron collisions with heavy particles.

Equating the Joule heating term [power applied to the electrons, Equation (B.1- 64)] to the power
needed to maintain the elevated electron temperature, Equation (B.1- 63), gives the equality from
which the electron temperature can be determined:

J: 2m |3
y o / e | 2 -
= n,n,0C,5 [mg L k(.- 1) (B.1- 65)

Electron temperature values higher than those that would be sustained in this manner may be
possible through external augmentation using microwave, laser, or electron beams (e-beams) in
the MHD channel.

B.1.2.4 Summary

A segmented Faraday, MHD accelerator computer code used in the MARIAH Project design and
parametric studies is described. Multiple design models are available for studying different
design constraints. The ACCEL computer program will model seeded and unseeded plasma
working fluids with equilibrium chemistry and either equilibrium or two-temperature
nonequilibrium ionization. The model includes approximations for electrode voltage drops,
boundary layer voltage drops, finite segmentation effects, and critical Hall parameter limitations.
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B.1.3 Verification and Validation

NOMENCLATURE
p:' - Impact pressure behind a normal
A - Cross-sectional area, (m®) shock, (Pa)
B. - Magnetic field strength, (T) R - Gas constant, (J/kg K)
h - Static enthalpy, (J/kg) T - Static temperature, (K)
H, - Total enthalpy, (J/kg) u - Flow velocity, (m/s)
m - Mass flow rate, (kg/s) y - Ratio of specific heats
p - Static pressure, (Pa) p - Mass density, (kg/m’)

p: - Total pressure, (Pa)

B.1.3.1 Overview

Verification and validation of the MSE 1-D MHD ACCEL code was completed prior to using it
for the MARIAH Project analysis discussed in this report. The purpose of verification, a process
that is performed continuously during the development and modification of the accelerator code,
is to verify the code logic executes as designed and the calculations are correctly performed.
Validation is accomplished to verify the computational model approximates the physics of MHD
acceleration in an experimental device to the degree required. Verification ensures the model is
being correctly computed, and validation verifies the results approximate the real-world device.
MHD accelerators were tested at a number of locations in the United States and Russia during
the 1960s. Documentation from many of these test programs was reviewed to locate suitable
experimental data for validation of the ACCEL code. Validation of the ACCEL code was very
time consuming, and time constraints did not permit validation against multiple experimental
programs. Therefore, the available documentation was reviewed to locate one experimental
program, which provided sufficient data to validate the model over a wide range of operating
conditions. Of the experiments reviewed, one met the requirements.

A series of experiments known as LoRho (an acronym for low density) were conducted at the
U.S. Air Force’s Arnold Engineering Development Center (AEDC) in Tennessee during the
1960s (Ref. 5). These were continuous flow experiments with ample instrumentation to provide
all the necessary data for validation of the 1-D code. Data was presented for operation of the
LoRho channel at power levels from zero to 400 kW, providing sufficient information to validate
the code over a range of desirable operating conditions. Furthermore, data was provided for the
arc-heater flow through the unpowered accelerator channel, allowing calibration of the heat
transfer and wall friction models in the code. The documentation for this series of experiments
sufficiently met the needs for validation of the ACCEL code.

An overview of the AEDC LoRho experimental program is included in the next section. Much
of the essential data from the LoRho documentation used for the validation has been reproduced
in figures in that section. A thorough discussion of the validation analysis is presented in Section
B.1.3.3. Further information on the MHD accelerator model in the ACCEL code is presented in
Section B.1.2.
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B.1.3.2 AEDC LoRhe Facilitv and Data Profile

Experimental investigations into the feasibility of extending the velocity and altitude capabilities
of gas dynamic testing facilities were conducted in the AEDC LoRho series of experiments.
This program used a continuous flow arc heater as the plasma generator for a linear, segmented,
Faraday MHD accelerator and conducted experiments at the proof-of-concept (POC) scale to
assess the feasibility of MHD acceleration with high power input at near-atmospheric pressure
levels. These experiments provided valuable performance data for MHD acceleration of
potassium (K)-seeded nitrogen (N>)over a wide range of operating conditions.

Three MHD accelerator channels were tested in the LoRho program. A small design verification
channel known as Accelerator A, consisting of 20 electrode pairs, was first tested to verify the
channel design and establish operational procedures for the LoRho program. This was followed
by a more extensive testing program using two 1 17-electrode-pair channels known as
Accelerators B and B). A sketch of the 117-electrode-pair channel is shown in Figure B.1- 7.
All of the LoRho experiments were conducted using seeded N, as the working gas. Accelerator
A used potassium carbonate (K,CO3) dissolved in water for seeding while Accelerators B and B;
predominately used dry, powdered potassium carbonate. Seeding with a eutectic solution of
potassium and sodium (NaK) was attempted; however, condensation of this seed material on the
cold accelerator walls electrically shorted the channel, and the expected performance could not
be achieved. Also, a limited amount of data was obtained using calcium oxide (CaO) seed.

MAGNETIC-FIELD WALL

ELECTRIC-FIELD WALL (DIVERGED I° 207)
MAGNET POLE FACE

Figure B.1- 7. Sketch of the AEDC LoRho 11 7-electrode-pair MHD Accelerator (Ref. 5)
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A direct current (dc), gas-stabilized plasma generator (arc-heater) was operated at a power input
of approximately 1.2 megawatts (MW) to heat the N, working gas for the LoRho experiments.
For accelerators A and B, seed was injected into the high temperature N> in a stilling chamber
following the plasma generator. The plasma then entered a supersonic nozzle, which expanded
the flow to the desired MHD channel entrance velocity. A detailed assembly drawing of the
plasma generator and Accelerator B are shown in Figure B.1- 8. The seed injection ring and the
nozzle extension shown were removed for Accelerator By, and the seed was injected into the
nozzle. All components, including the plasma generator, stilling chamber, nozzle, and
accelerator walls were water-cooled.
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Figure B.1- 8. AEDC LoRho plasma generator and accelerator B components (Ref. 5, Fig. 5).

Accelerators B and B, were 77 centimeters (cm) long and geometrically identical. Both the
electrode walls and magnetic field walls were segmented in the axial dlrectlon to prevent axial
shorting and reduce axial eddy current loses due to the Hall electric field.2 All electrodes and the
magnetic field wall components were water cooled by copper modules that were plasma sprayed

2 The Hall field is an axial electric field that is induced in an MHD device when operated in the
Faraday mode. If an internal or external axial shorting path exists, the Hall field will result in a
Hall current that will reduce the performance of the MHD device.
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with beryllium oxide (BeO) or coated with aluminum oxide (Al,03) to provide electrical
insulation between the components. Accelerator B used BeO for all the wall components,
whereas Accelerator B, used BeO on the cathode wall and Al,O; on all other walls. The
electrode surfaces exposed to the plasma were left uncoated to allow electrical discharge to the
plasma; however, the magnetic field walls were completely encapsulated with the insulating
material to provide the required electrical resistance. Accelerators B and B, entrance dimensions
were 2.54 cm (1.00 in.) between the magnetic field walls and 2.98 cm (1.97 in.) between
electrode walls. The magnetic field walls were parallel; however, the electrode walls diverged to
provide exit dimensions of 2.54 cm (1.00 in.) by 6.22 cm (2.45 in.). The electrode spacing was
0.658 cm (0.259 in.).
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Figure B.1- 9. Magnetic field distribution for AEDC LoRho accelerator B testing (Ref. 5,
Fig. 10)

An iron-core electromagnet provided a 1.51-Tesla (T) peak magnetic field for the LoRho
accelerator tests. This magnet had rectangular pole faces measuring 7.6 (2.99 in.) by 38.1 cm
(15.0) and a pole gap of 6 cm and produced the field distribution shown in Figure B.1- 9. LoRho
accelerator channels were powered by 1,700 12-volt (V) automotive batteries configured to
provide 60 electrically isolated circuits. Only the 60 center electrodes were powered in
Accelerators B and B (all 20 electrodes were powered in Accelerator A). Other unpowered
electrodes (indicated in Figure B.1- 9) were used to measure the induced voltage (uB,h), and
from this, calculate the average velocity.
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Exit static pressure data at applied power levels from zero to 400 kW, obtained in LoRho tests, is
given in Figure B.1- 10; average velocity at the channel exit is presented in Figure B.1- 11;
average velocity variation in the channel is shown in Figure B.1- 12; and heat transfer data is
shown in Figure B.1- 13. Data from Accelerator B experiments were used to validate the MSE
MHD Accelerator Code (ACCEL), as discussed in the next section.
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Figure B.1- 10. Exit static pressure for LoRho channels (Ref. 1, Fig. 20b).
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Figure B.1- 11. Average velocity at LoRho channel exit (Ref. 5, Fig. 23c)
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Figure B.1- 12. LoRho Accelerator B velocity distribution (Ref. 1, Fig. 38a).
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Figure B.1- 13. Heat transfer Jor LoRho Accelerators B and B, (Ref. 5, Fig. 52)
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B.1.3.3 Model Validation Analysis

An analysis was conducted to validate the 1-D MHD accelerator model by comparing the
predictions of the ACCEL computer code with experimental data from the AEDC LoRho
experiments. Test conditions from the LoRho program (Ref. 5) were used to establish entrance
conditions, channel geometry, and unknown parameters that must be approximated. Since the
ACCEL MHD accelerator code is a 1-D model with approximations for boundary layer effects, a
calibration was required to set parameter values used in the wall friction and convective heat
transfer models. These parameters included an equivalent sand grain roughness height for the
wall roughness value used in both models and the wall surface temperature used in the heat
transfer model.

All of the analyses used in the validation study were performed with the segmented Faraday
electrical configuration. Equilibrium chemistry, ionization, and thermodynamic properties were
assumed for all analyses. The model included convective heat transfer, with contributions due to
the electrode sheath, and wall friction based on an equivalent sand grain roughness (see Section
B.1.2). Anode and cathode voltage drops were calculated with an adaptation of the Nottingham
model (Ref. 10) described in Section B.1.2. All analyses used a table of thermodynamic and
transport propetties for N, seeded with 1.5 % K, by weight, from K,COs. A properties table was
created using the NASA Chemical Equilibrium with Applications Computer Code (CEA) (Refs.
15, 16, and 17).

Experimental investigations were conducted during the LoRho program using three accelerator
configurations (A, B, and B)) as discussed in the previous section. Accelerator B was chosen for
the validation analysis since Accelerator A was used in the LoRho program for only design
verification and development of operational procedures and Accelerator B, would be difficult to
model accurately with a 1-D code due to flow separation that occurred during unpowered
operation. Furthermore, there was very little data available for Accelerator A and only minor
differences in the geometry and operating conditions of Accelerators B and B,. Therefore,
Accelerator B was chosen since an abundance of data was available, and the flow quality was
suitable for modeling with a 1-D code.

A suitable validation would not have been possible without the extensive and thorough
documentation of the LoRho tests reported in Reference 5. Some errors and inconsistencies
were noted, but fortunately, there was sufficient data available to resolve these problems.
Entrance and exit conditions for Accelerator B (taken from Tables I and II of Ref. 5) are listed in
Table B.1- 4 below. However, these entrance conditions, as listed, are not consistent. Only three
of the six flow parameter values are needed to define the flow conditions at the accelerator
entrance; the others should be calculated from the chosen three independent variables and the
known entrance area. For example, calculation of the density from the pressure and temperature
values listed produces the exact value provided in the table; consequently, these values are
consistent. However, calculation of mass flow from the density and velocity listed and an
entrance area of 7.569 x 10™ gives a value of 0.087 kilograms per second (kg/s), which is 11%
Jess than the 0.098 kg/s given in the table. Since all of these values would be subject to
experimental measurement error, the correct values to use for the validation study were not
easily determined.
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Table B.1- 4. Entrance and exit conditions Jor LoRho accelerator B (from Tables I and IT
of Ref. 5).
Location | Mass Seed Mach | Velocity | Pressure Temperature | Densi
Flow | Fraction | Number (m/s) (atm) (K) (kg/m”)
(kg/s) (o)
Entrance | 0.098 1.5 1.8 2,100 0.59 3,650 0.055
Exit 1.75 1,900 0.28 3,000 0.032

The methods used for measuring or calculating each of the parameters in Table B.1- 4 were
considered in an attempt to determine which values were the most likely to be correct. A brief
summary of the LoRho flow parameter measurements and calculations follows.

Mass flow was measured using a calibrated orifice flow meter, and static pressure was directly
measured with a pressure transducer in a wall orifice. Estimates of the measurement accuracy
were not given in the report:

-2 2 p2 72

— - = (pu)*R<T

H =h+ % =h+ puzpz

where
h = hipT)
(B.1 66)

—_m
=

Accelerator entrance flow properties (including the average entrance velocity) were determined
by four different methods, which reportedly agreed within 10%. The four methods, repeated
here from Reference 5, were:

1. Isentropic expansion on an N, Mollier diagram from the point determined by the total
enthalpy and total pressure in the stilling chamber of the plasma generator to the point
determined by the accelerator entrance static pressure.

2. Solution of the 1-D energy equation for the average temperature and then using the
continuity equation, equation of state, and Mach number definition to obtain the
remaining flow properties.

3. Normal shock calculations using the measured impact pressure, average total enthalpy,
and entrance static pressure. These solutions were obtained with the aid of N, real-gas
normal shock curves prepared at AEDC.
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4. 1deal gas calculations using a value for the ratio of specific heats (y) representative of the
average thermodynamic conditions present in the nozzle. In this calculation, the entrance
conditions were determined separately from the measured pressure ratios p / p; , p,// pr.

/
and p,’/ p.

The velocity value presented in Table B.1- 4 was calculated from the normal shock calculations
using Method 3 above. Velocities in the channel, determined from the open-circuit induced
voltages, were also extrapolated to the entrance to estimate entrance velocities. The value
reported in Table I of Reference 5 was given as 2,000 meters per second (m/s), while a point
with an error bar on Figure 38a of Reference 5 (see Fig. B.1- 12) gave this value as 2,150 £ 200
m/s. No other indications of accuracy were given for reported velocities. Entrance temperature
was determined from the average total enthalpy, static pressure measurement, mass flow rate,
and an N, Mollier diagram for the average static enthalpy using Method 2 above.

With this information, the confidence that might be given each of these parameters can be
assessed. Entrance pressure and mass flow rate were measured directly as noted above.
Accordingly, these measurements would be expected to be reasonably accurate compared to the
indirect measurement of velocity and temperature as described. Thus, in the absence of other
reasons to mistrust these values, these will be referred to as two of the three independent
variables needed to define the entrance conditions.

As noted above, velocity calculation required the use of two measurements at the channel
entrance (impact pressure and static pressure) and the calculated value of the average total
enthalpy. The average total enthalpy was obtained from a plasma generator energy balance,
which involved measurement of the arc-heater electrical power, heat loss, and mass flow rate.
Nitrogen real-gas thermodynamic data was used for the shock calculations because K-seeded N;
data was apparently not available. Since velocity determination involved at least five parameter
measurements, with their associated measurement errors, and the use of N, data in lieu of
equilibrium data for the seeded N> chemistry, the uncertainty in this value might be relatively
large. It was noted that a reasonably good agreement was obtained between the various methods
for determination of velocity; yet each of these methods involved similar measurements and
approximations. However, a moderate degree of confidence in the reported values should be
justified.

Temperature calculation required the use of two measured quantities (static pressure and mass
flow rate) and the average total enthalpy, which was also used in the velocity calculation
discussed in the preceding paragraph. This calculation also required the use of N,
thermodynamic data due to the unavailability of seeded N, data. It would be difficult to choose
between the given values of temperature and velocity based on this information since both
velocity and temperature involve similar calculations and uncertainties.

Since the report noted that an N, Mollier diagram was used, it is assumed that properties for the
seeded N plasma were not available. This could result in a significant error in the temperature
calculation and, for this reason, temperature is the most probable source of the inconsistency in
the entrance data. However, solutions were run with the ACCEL code using each of the
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combinations in three out of the four values. It quickly became evident that any solution using
the listed value of temperature (3,650 K) would significantly overpredict heat transfer and exit
velocity and that no satisfactory solution could be obtained with this temperature. However, as
discussed further in the analysis below, using the given values of mass flow, velocity, and
pressure produced very good agreement with experimental data. Pressure, velocity, and mass
flow (from Table B.1- 4) were used for all further analyses in the validation study, and
temperature, density, and Mach number were calculated from these, as reported in Table B.1- 5.

Table B.1- 5. Accelerator entrance conditions used for validation study.

Mass Seed Pressure | Velocity | Temperature Density Mach
Flow | Fraction (atm) | (m/s) (Calculated) | (Calculated) Number
(kg/s) | (percent) (K) (kg/m3 ) (Calculated)
0.098 1.5 0.59 2,100 3,274 0.0616 1.89

Code calibration then proceeded, and values for the roughness parameter used in the wall friction
and heat transfer models and a wall temperature were determined using reported values for the
channel heat transfer and exit velocity in the unpowered accelerator. The wall roughness and
temperature each affect both the heat transfer and exit velocity; consequently, an iterative
process was used to establish their values.

Reference 5 reported estimated values for the wall surface temperature to be between 500 and
600 K; however, from the discussion, there was obviously some uncertainty to this upper limit.
As a result, values of 500, 600, 700, and 800 K were tested.’ Through a trial and error process,
which involved matching both heat transfer and exit velocity while varying wall temperature and
roughness, a value of 600 K was found to produce acceptable results and was adopted for the
remainder of the validation study.

Finally, the equivalent sand grain roughness height was determined for two different exit
velocities that were reported in Reference 5. An exit velocity of 1,900 m/s was reported in
Table I of Reference 5 (see Table B.1- 4); however, graphs of the exit velocity versus applied

3 Wall temperature was rounded to hundreds for a number of reasons. First, solutions were
found to be relatively insensitive to the wall temperature in this range. Second, the values of
heat transfer and exit velocity used to establish this and the roughness are not known to sufficient
accuracy to warrant further refinement of the wall temperature. Finally, the actual wall
temperature will vary throughout the channel and depend on whether the wall is an anode,
cathode, or magnetic field wall and on axial position due to differing heat transfer phenomena
and thermal conditions. Thus, the wall temperature chosen for this model represents only a
rough approximation that produces an acceptable computational result, and rounding to hundreds
is justified.
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power (Fig. 23c of Ref. 5, reproduced in Figure B.1- 11 above) indicated a value of 1,950 m/s at
zero power. Therefore, both values were explored during the validation analysis. Figure B.1- 14
shows the variation of exit velocity with the roughness height. A roughness height of 0.053
millimeter (mm) (0.00209 in.) results in an exit velocity of 1,950 m/s and a 0.088-mm (0.00396
in.) height gives a velocity of 1,900 m/s. LoRho solutions were then run with the ACCEL code
using each of these values at various power levels and compared to the experimental data.
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Figure B.1- 14. Variation of exit velocity with wall roughness height.

Comparison of the theoretical exit velocities at power levels from zero to 400 kW with the
LoRho experimentally measured values is shown in Figure B.1- 15. Error bars are shown on the
experimental data to indicate the range of uncertainty reported for exit velocities.* Considering
the experimental uncertainties, agreement between the 1-D model predictions and experimental
results is excellent.

* Figure 38a of Reference 5 (see Figure B.1- 12) indicated error bars for the entrance and exit
velocity values with a spread of approximately +200 my/s. This was the only indication in the
report of a value for the uncertainty of measured data.
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Figure B.1- 16. Comparison of heat transfer calculations with LoRho experimental data.

Excellent agreement was also obtained between the theoretical and experimental heat transfer
data as shown in Figure B.1- 16. Model predictions, using the wall roughness height of 0.053
mm (0.00209 in.) (unpowered exit velocity equal to 1,950 m/s), produced the best match with
experimental velocities and heat transfer, and for this reason, were adopted to complete the
calibration. Calculated exit pressure for applied power levels from zero to 400 kW are compared
to the LoRho experimental data in Figure B.1- 17. Exit pressures are consistently underpredicted
by the 1-D model, although velocity has been shown to match. Possible causes were initially
postulated to be an underprediction of electrical conductivity, an overprediction of the friction
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coefficient, or the need for an adjustment to the axial area distribution to account for boundary
layer displacement. A considerable effort was expended investigating these possible causes to
no avail, and the exit pressure variation with applied power could not be predicted by varying
these parameters within any reasonable range. However, further literature investigations lead to
a plausible explanation.
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Figure B.1- 17. Comparison of exit static pressure calculation with LoRho experimental data.

Wilson (Ref. 18) conducted a thorough investigation of the gasdynamics and MHD phenomena
in the AEDC Accelerator A and observed an underprediction of exit pressure similar to that
noted above. He found the observed difference between theory and experiment for the
unpowered accelerator duct could be explained by boundary layer effects. 1-D models that
include skin friction and heat transfer incorporate these wall effects into the momentum and
energy equations to predict average gasdynamic properties at any location in the channel. The
friction and heat transfer act uniformly across the channel in these models, whereas in the real
flow, these effects are confined to the dissipative boundary layer and do not effect the uniform
core region.

Also, as shown by Wilson, nonuniformity of current density can occur in a powered accelerator
and result in a higher experimental pressure than predicted by 1-D models. In these models,
current is assumed to act uniformly across the surface of the electrodes; therefore, current density
is taken to be uniform throughout the volume bounded by an electrode pair. However, current
discharge is experimentally observed to constrict in both the axial and lateral directions in MHD
devices. A series of discharge studies were conducted at AEDC using a six-electrode channel
with the sidewalls removed to allow observation of current discharge in the device. This device
was placed in an exhaust tank with the tank pressure adjusted to the sidewall pressure of the
operating device to reduce flow disturbances to a minimum.
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Photographs taken during operation showed the current discharge from the cathode arcing across
the relatively cool boundary layer near the wall. Wilson reports, “At current levels on the order
of several amperes, the discharge is centered laterally and at the trailing edge of the electrodes.
As the current level is increased to 70 or 80 amperes, the discharge is observed to spread laterally
so that eventually about 70% of the width of the electrode appears to support a discharge.”
Further evidence of the lateral current constriction is provided by the observed anode erosion
pattern that, as Wilson states, “strongly suggests that the discharge is for the most part
concentrated in a region at the center of the channel about 1 cm wide.” It was also noted there
was no indicated increase in the sidewall heat transfer with applied power, suggesting the
discharge occurred far from the wall.

Current constrictions are probably due to the low electrical conductivity in the cool sidewall
boundary layers causing current to be concentrated in the hotter, more electrically conductivity
core region. Wilson showed that lateral current constriction would concentrate the MHD body
force in a region around the center of the channel resulting in nonuniform acceleration of the
flow. This produces nonuniform velocity, enthalpy, and total pressure distributions at the exit
and a higher than predicted static pressure. Wilson developed a model to approximate the effects
of the lateral constriction assuming the width of the discharge region could be specified.
Although this cannot be applied in a general model, this resulted in reasonably good agreement
with experimental data for the LoRho data studied.

Because, the ACCEL model obtained excellent agreement with LoRho velocity and heat transfer
data at all power levels, the code is considered to be appropriately calibrated and validated for
use in the MARIAH Project analyses. However, its limitation that results in underprediction of
pressure should be considered in the evaluation of study results. Multidimensional codes that
properly model the MHD boundary layer phenomena would eliminate the pressure inaccuracy
and should be developed for future high performance MHD accelerator studies. The values for
the wall roughness and temperature adopted during the calibration of the ACCEL code will be
used for all studies conducted for the MARIAH Project unless other considerations dictate a
change.

B.1.3.4 Summary

The ACCEL 1-D MHD accelerator code was validated against experimental data from the

AEDC LoRho Program. Exit conditions for the unpowered accelerator were used to calibrate the
wall friction model in the accelerator code. Theoretical results were then compared with
experimental data for accelerator power levels from zero to 400 kW with excellent agreement at
all power levels. Pressure was consistently underpredicted. This was due to boundary layer flow
nonuniformities and lateral current constriction in the LoRho accelerator. 1-D codes are unable
to properly account for these multidimensional phenomena. However, since this model achieved
excellent agreement with other performance data, the usefulness of the 1-D code has been
demonstrated. This model should be useful for parametric analysis and feasibility assessments of
MHD accelerators as long as its limitations are properly considered.
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B.1.4 MHD Accelerator Performance Analysis and Parameter Variation

NOMENCLATURE

A - Flow cross-sectional area, (m?) T - Gas temperature, (K)

B - Magnetic field strength, (T) u - Gas velocity, (m/s)

E - Electric field, (V/m) X - Axial direction

j - Current density, (A/m?) y - Transverse direction

K - Faraday loading parameter, (=E,/uB) n - Efficiency

m - Mass flow rate, (kg/s) o - Electrical conductivity, (mho/m)
qw - Wall heat transfer, (W/m?) y - Channel perimeter, (m)

s - Entropy, (J/kg-K)

B.1.4.1 Overview

An investigation of MHD accelerator performance to support NASA requirements for
hypervelocity propulsion testing has been completed. The objective of the MARIAH Project is
to establish the feasibility of MHD accelerator technology to produce a clean-air, true-
temperature simulation of conditions behind a bowshock wave producing a 5° deflection angle at
a flight Mach number of 16.

Four independent parameters have been identified that can be controlled in the design of an
MHD accelerator to affect accelerator performance. These are the applied electrical current
density, channel operating temperature, MHD accelerator channel entrance conditions, and the
applied magnetic field. Each of these has been varied through a range of values to establish the
variation in performance with each parameter. Results from this study will be used to prepare an
assessment of the feasibility of MHD for hypervelocity propulsion wind tunnel testing.

Conditions for hypersonic flight at flight dynamic pressures of 500, 1,000, and 2,000 Ib/ft?, as
well as flight Mach numbers from 6 to 22 are indicated on the Mollier diagram of Figure B.1- 18.
Conditions behind a 5° deflection bow are also indicated. The NASA requirement for the
MARIAH Study is shown at a flight condition of Mach 16 on the 2,000-Ibf/ft*-bowshock curve.
Performance limits for advanced arc heaters at operating pressures up to 200 atm are also
included. These are the maximum performance entrance conditions to be used for this arc
heater-augmented MHD accelerator study. The arc-heater performance limit lines and the
combustor inlet line were taken from Ref. 19.

A nominal parameter set was taken as a baseline for the parameter variations in this study. This
baseline channel used a magnetic field strength of 8 T, an applied current density of 50 amps per
square centimeter (A/em?), and a maximum channel gas temperature of 3,500 K. The entrance
condition for the baseline channel is the condition labeled as “Arc Heater #1” in Figure B.1- 18.
A 1% molar fraction of cesium (Cs) was used for seeding in all cases.
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Figure B.1- 18. Hypersonic flight conditions and arc JSacility capability.

Several measures of channel performance have been investigated during this study. Many
devices, including arc heaters, can produce the enthalpy level required for hypervelocity testing;
however, they suffer from high values of entropy. In arc-heated flows, the main parameter
determining entropy is the reservoir pressure, and it is limited by design considerations. Present
generation arc heaters are limited to reservoir conditions of 150 atmospheres (atm) with
projected, near-term arc heaters being capable of perhaps 200-atm pressures.

Since MHD generally operates best at lower pressures, it also suffers from the high entropy
problem, i.e., the low entropy conditions are much more difficult to produce than the high
entropy conditions. With one exception, all of the MHD analyses in this study achieved an exit
enthalpy equal to the required NASA test condition. However, at the required enthalpy level,
some of the MHD analyses resulted in lower entropy. The primary measure of channel
performance was the exit value of entropy. For local performance, at a particular axial location
within a channel, the rate of change of stagnation enthalpy with respect to entropy, dS/dx, can be
used as a measure of performance. This parameter has the dimensions of temperature and may
be regarded as the effective temperature at which energy is added to the gas (Ref. 20).

Exploratory investigations indicated the best MHD channel performance is obtained when the
flow in the channel is maintained at approximately Mach 1. This was determined by evaluating
the local rate change of stagnation enthalpy with respect to entropy at the channel entrance and
the exit entropy values for overall channel performance as described above. For this reason,
entrance conditions for all channels considered in this study were taken to be at Mach numbers
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between 1.1 and 1.2, which provided the highest temperature entrance condition for supersonic
operation. Since electrical conductivity in seeded air is a strong function of temperature in the
temperature range considered practical for MHD accelerator operation, this results in the highest
obtainable channel entrance equilibrium conductivity.

During variation of a selected parameter, the baseline values for the other three parameters are
used, with one exception, evaluation of the Arc Heater #2 condition required operation at a
channel temperature greater than the baseline channel maximum temperature be increased to
lower the channel entrance Mach number. Gas temperatures throughout the MHD channel are
always maintained at or below the baseline temperature except in the cases where the effects of
channel exit temperature were being investigated and in the Arc Heater #2 evaluation. For
evaluation of channel exit temperature effects, the gas temperature is maintained at or below the
selected exit temperature. MHD channel entrance conditions for the Arc Heater #2 analysis were
greater than the baseline temperature; therefore, the gas temperature was maintained constant at
the entrance value for this specific case.

As indicated above, channel performance is maximized when the Mach number is closest to
unity. For this reason, the temperature in the channel was allowed to rise from the entrance
value to the maximum channel temperature using a variation that maintains nearly constant
Mach number. Channel temperature was then held constant for the remainder of the channel

length.

All analyses presented in this study were conducted using the MSE ACCEL 1-D MHD code
(Ref. 1) using a segmented Faraday model. This code includes the effects of wall heat transfer,
wall friction, and estimated boundary layer voltage drops. The ACCEL code is discussed further
in Sections B.1.2 and B.1.3. Thermodynamic and transport data for these analyses were
prepared using the NASA CEA Chemical Equilibrium Computer code (Refs. 15, 16, 17).
Another MSE code, referred to as HSR, was used to calculate the enthalpy and entropy data for
free-stream and bow-shock conditions at the given flight dynamic pressure values.

B.1.4.2 Results

B.1.4.2.1 Arc Heater Variations

Since MHD requires a high level of electrical conductivity for efficient and effective operation,
an entrance temperature sufficient to significantly ionize the seed material is required. MHD is
never used alone but is always used to augment heater devices such as arc heaters, which can
provide appropriate entrance conditions. Three arc-heater exit conditions have been evaluated as
MHD entrance conditions in this study. These are indicated in Figure B.1- 19 along the 200-atm
arc heater performance limit. Baseline values of current density (50 A/cm?), magnetic field (8
T), and maximum channel gas temperature (3,500 K) were maintained throughout the arc-heater
variation study except for use of a higher temperature in the Arc-Heater #2 channel analysis as
discussed below. For this series of computations, the length of the accelerator was determined
by allowing the program to march down the accelerator axis until a specified total enthalpy had
been attained.
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Results of the MHD accelerator performance calculations are also shown in Figure B.1- 19. Arc-
Heater #1 is the baseline arc heater condition for this study. This baseline arc heater was
compared with Arc-Heater #2, which provided higher MHD entrance values of both enthalpy
and entropy, as well as with Arc-Heater #3 which provided lower values of enthalpy and
entropy. Table B.1- 6 lists the entrance conditions, and Table B.1- 7 gives the exit conditions
and performance data for the MHD channel using these three arc-heater conditions.
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Figure B.1- 19. Comparison of MHD performance for various arc-heater exit conditions.

Table B.1- 6. MHD entrance conditions for arc-heater variations.
Accelerator Entrance Conditions
Arc Temperature Pressure Mach Electrical Hall
Heater (K) (atm) Number Conductivity | Parameter

Number (Mho/m) a/7)
1 2,700 41.9 1.17 11.7 0.220
2 4,100 39.7 1.13 219.7 0.183
3 2,300 51.0 1.12 1.27 0.178
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The entrance Mach number for all three channels was comparable; therefore, Arc-Heater #3 (the
lowest entrance enthalpy) has the lowest temperature as well as a very low entrance electrical
conductivity. With an electrical conductivity of only 1.27, most of the energy deposited in the
entrance region of this channel is dissipated through Joule heating. Thus, this channel operates
essentially as an arc heater until the gas is heated sufficiently to gain significant electrical
conductivity through thermal ionization of the Cs seed. These phenomena can be readily seen in
Figure B.1- 19, noting the MHD channel performance curve follows the arc-heater curve for a
significant fraction of its total enthalpy increase. The disadvantage of this is the Joule heating
increases entropy, as can be seen by the low slope of the enthalpy-entropy curve in that region.
Once this solution progresses to a comparable condition to that of the Arc-Heater #1 entrance
condition, it parallels that solution.

Table B.1- 7. MHD exit conditions and performance data for arc-heater variations.

Accelerator Exit Conditions Performance Data
Arc Temperature | Pressure | Mach Channel Electrical Wall Heat
Heater (K) (atm) Number | Length Power Loss (MW)
Number (m) Req’d.Jr
(MW)
1 3,500 16.2 3.63 6.52 8,133 1,040
2 4,100 273 2.97 4.27 5,573 940
3 3,500 16.5 3.63 6.9 8,756 1,102

' Does not include the electrical power into the arc heaters.

MHD performance in the entrance region of the Arc-Heater #1 solution is also low as evidenced
by the low slope of the curve in that region. However, since this channel starts at a significantly
higher temperature compared to the channel for Arc-Heater #3, it is able to transition into a
higher performance MHD operation much more quickly. The result is a shorter channel [6.2 m
(244 in.) compared to 6.9 m (272 in.)] with less power required (8.7 gigawatt (GW) compared to
8.8 GW). Arc-Heater #3 results in only slightly lower exit entropy compared to Arc-Heater #1

Arc-Heater #2 is the best cost-performer (short channel and low power cost); however, it results
in significantly higher exit entropy. Entrance temperature and conductivity for this configuration
are much higher than the others (4,100 K and 220 mho/m), resulting in far less Joule heating and
thus, a much steeper overall slope to the enthalpy-entropy curve in the entrance region. At

4.27 m (168 in.) in length, this channel is much shorter than the others and results in less wall
heat transfer, even with the higher gas temperature. Power use is also significantly less for this
channel (5.6 GW). However, the exit condition is far to the right of the desired target point,
indicating a much lower pressure flight condition.
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B.1.4.2.2 Magnetic Field Variation

Magnetic field strength was held constant throughout the MHD channel for these studies.

Values of 6, 12, 24 and 30 T were investigated. The nominal 8-T case was used for the baseline
since 8-T superconducting magnets can be fabricated using presently available technology; 12-T
magnets could also be fabricated for near-term applications. In the 10- to 20-year timeframe, 18-
and 24-T magnets should be available for construction of a national hypervelocity wind tunnel,
and 30-T magnets may be possible with a successful research program in the 20-year time frame.

Channel entrance conditions provided by Arc-Heater #1 are used for all these analyses. Baseline
values of current density (50 A/cm?) and maximum channel gas temperature (3,500 K) were also
fixed for the calculations.

Figure B.1- 20 shows a clear trend toward higher performance (lower entropy) for the higher
magnetic fields. As indicated in this table, with increased magnetic field, exit pressure increases,
entropy decreases, and channel length decreases. This trend should continue to higher magnetic
fields as long as the Hall parameter remains low. The axial electric field is proportional to the
Hall parameter and can cause shorting between electrodes and arc instabilities when it grows too
large. The Hall parameter is the electron mobility multiplied by the magnetic field. Since
electron mobility is inversely proportional to density, the high channel pressure (high density)
keeps the Hall parameter low, even at these high magnetic field strength values.
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Figure B.1- 20. Comparison of MHD performance for various magnetic field values.
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MHD channel entrance conditions are those of Arc-Heater #1 in Table B.1- 6. Exit conditions
for the various magnetic field values used are listed in Table B.1- 8. As indicated in this table,
exit pressure increases, entropy decreases, and channel length decreases with increased magnetic
field. Electrical power requirements, wall heat loss, and exit Mach number are all comparable
for these runs. Clearly, the highest magnetic field obtainable is beneficial for channel
performance and is the best choice for this application.

Table B.1- 8. MHD exit conditions and performance data for magnetic field variations.

Accelerator Exit Conditions Performance Data
Magneti | Temperature | Pressure | Mach Channel Electrical Wall Heat
c (K) (atm) Number | Length Power Loss
Field (m) Req’d.’ (MW)
(T) (MW)
6 3,500 12.5 3.61 6.94 8,091 998
8 3,500 16.2 3.63 6.52 8,133 1,040
12 3,500 22.7 3.64 6.01 8,250 1,111
18 3,500 313 3.65 5.35 8,250 1,146
24 3,500 38.6 3.66 4.83 8,245 1,145
30 3,500 44.9 3.66 438 8,217 1,120

' Does not include the electrical power into the arc heaters.

B.1.4.2.3 Maximum Channel Temperature Variation

As discussed above, gas temperature in the channel is allowed to rise as quickly as possible
while holding the Mach number supersonic and close to unity. Temperature thus rises from the
entrance value to the specified maximum value and is then held constant for the remaining
channel length. A parametric variation of maximum channel temperature has been performed.
Results for maximum channel temperature values of 2,700, 3,000, 3,500, 4,000, and 4,500 K are
shown in Figure B.1- 21. The case for a maximum temperature of 2,700 K represents a constant
temperature channel since this is also the entrance temperature. Entrance conditions for these
analyses are given in the Arc-Heater #1 entry of Table B.1- 6. Baseline values of current density
(50 A/cm?) and magnetic field (8 T), as well as the entrance conditions for Arc-Heater #1 were
used throughout the channel temperature variation study.

Higher temperature channels can be seen in Figure B.1- 21 to result in lower entropy values for

the same stagnation enthalpy. There are two reasons this occurs. First, the electrical
conductivity in the channel will be higher due to the higher temperature. Thus, the Joule heating
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term (j%/s), which is an entropy production term, will be less, resulting in less entropy
production. Secondly, the wall heat transfer rate from the gas in the channel will be higher due
to the higher gas temperature, and this increased heat transfer out of the gas will lower entropy.
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Figure B.1- 21. Comparison of MHD performance for various exit temperatures.
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The cases for maximum temperatures of 4,000 K and 4,500 K can be seen to diverge at a
stagnation enthalpy value slightly over 6 megajoule per kilogram (MJ/kg). This is the point in
the MHD channel where the temperature is equal to 4,000 K. From this point on, the
temperature is constant at 4,000 K in that case but continues to increase in the 4,500 K case. At
this point in the 4,500 K solution, as can be seen in Figure B.1- 22, the applied power density is
continuing to decrease (due to the increase in conductivity and the consequent reduction in the
Joule heating), and the wall heat transfer per unit volume is increasing. At a point just short of
8 m into the channel, the heat transfer out of the gas exceeds the electrical power deposited in
the gas, and the stagnation enthalpy begins to drop as seen in Figure B.1- 23. Entropy reduces
rapidly after this point due to the heat loss from the gas. However, since the stagnation enthalpy
is no longer increasing, this configuration cannot reach the target enthalpy, and the analysis was
terminated.

Entropy can be seen to drop slightly in the 4,000 K maximum temperature case in Figure B.1- 21
through the region of increasing temperature and for a short distance thereafter. Following this
small dip, the entropy once again begins to increase. Consideration of this phenomenon raises an
interesting question. Is there an increasing temperature distribution that can be tailored between
the 4,000 K and the 4,500 K cases that will result in a continual increase in enthalpy with no
increase in entropy? Theoretically, this would correspond to a case in which the entropy
production by the Joule heating and wall friction is exactly balanced by the entropy reduction
due to wall heat transfer. The net gain in enthalpy would then result purely from the “push
work,” i.e., the work due to the MHD body force (juB).

4500 K Maximum Temperature Case

HO (J/kg)
v
Q
m
+
[o)]

X (m)

Figure B.1- 23. Axial variation of stagnation enthalpy.
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The possibility of creating such a thermodynamic scenario can be demonstrated by appealing to
the equation governing entropy production. In a quasi-1-D MHD channel this takes the form
(Ref. 20):

T

ds 7., (x) | A(x)
= __ - . B.1- 67
i [m + = (1=n) {7 E) (B.1-67)
If dS/dx is set to zero and the resulting expression is solved for the critical efficiency, 7., we
obtain:

n, =1- L ¥ (B.1- 68)

A){j-E)

Recall, for a Faraday-connected MHD channel, the load factor is inversely related to the
efficiency: = 1/K. Thus, the previous two equations demonstrate it is possible, in principle, to
assign a load factor at each electrode pair that will yield a zero rate of entropy increase. For such
a channel, the curves of total enthalpy vs. entropy would be vertical lines. Several attempts were
made to create this solution; however, the solution was found to be extremely sensitive to small
changes in the temperature distribution. Whether this sensitivity is real or just a numerical
artifact is presently unknown. Because of limitations in time and resources, it was not possible
to investigate this operating scenario in greater depth. Note, however, the family of operating
curves shown in Figure B.1- 21 suggest this type of isentropic operation or something close to it
might be achievable.

A channel configured to use this technique may be possible but would most likely be impractical
for several reasons. First, the instability described above may be a physical phenomenon rather
than a numerical artifact. This would mean that small fluctuations in the channel temperature
would cause the solution to jump to either a high entropy case, as in the 4,000 K case, or a loss of
enthalpy, as in the 4,500 K case. Second, much of the applied electrical power will be converted
to heat and transferred out through the walls, resulting in very long and expensive channels and
low system efficiency. Some of the numerical solutions attempted resulted in channels of up to
100 m in length. This technique was not pursued further.

Channels with higher maximum temperatures required longer lengths to reach the target enthalpy

values as shown in Figure B.1- 24. Viewing this figure, the solution that may lie between the
4,000 K and the 4,500 K solutions can be imagined to be very long.
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Figure B.1- 24. Axial variation of stagnation enthalpy.

The exit conditions and performance data for the exit temperature variations are presented in
Table B.1- 6. This table dramatically shows the effect of increasing channel temperature. For a
maximum temperature of 2,700 K, 8.5 GW of power was required; however, the wall heat loss
was only 74.6 MW, and the channel length was less than 1 m. This is seen to be the highest
entropy case in Figure B.1- 21, with a dimensionless entropy approaching 32. The high entropy
is due to low conductivity that produces entropy through high Joule heating and low heat loss.
Compare this with the 4,000 K temperature case that required a channel length in excess of 26 m,
consumed 13.6 GW of electrical power, and transferred over 6 GW of heat out of the gas to the
walls. Yet, due to the high electrical conductivity resulting in low Joule heating and the high
heat transfer to the walls, this case had the lowest entropy of the four temperatures successfully
evaluated.

The relative merits of the various temperature distributions examined in this section are not clear.
Low temperature produces less stress on channel materials and less dissociation of air species.
This also results in a small, compact channel and magnet. The low temperature configuration
also makes the most efficient use of the applied electrical power, yet this produces high values of
entropy that are far from the desired operating conditions for this application. High temperature
cases approach much closer to the desired entropy but result in very long and inefficient channel
and magnet systems that transfer nearly half of the applied power out of the channel as heat.
Variations of channel temperature can only be optimized in the larger context of a system
optimization study.
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Table B.1- 9. MHD exit conditions and performance data for variations of maximum channel
gas temperature.
Accelerator Exit Conditions Performance Data
Maximum | Temperature | Pressure Mach Channel Electrical Wali
Temperature X) (atm) Number | Length Power Heat Loss
(X) (m) Req’d.’ (MW)
(MW)
2,700 2,700 0.97 4.50 0.868 8,467 74.6
3,000 3,000 3.80 4.15 2.20 8,324 251
3,500 3,500 16.2 3.63 6.52 8,133 1,040
4,000 4,000 454 3.14 26.1 13,570 6,063
4,500 Solution terminated due to decreasing stagnation enthalpy

" Does not include the electrical power into the arc heaters.

B.1.4.2.4. Current Density Variations

Electrode current density values of 25, 30, 50, and 100 A/cm? were evaluated. In many ways,
the characteristics of the solutions with various current densities paralleled those of the channel
temperature solutions. Enthalpy-entropy curves for these solutions are seen in Figure B.1- 25
(25 A/em’ not shown). The highest value of current density results in the highest entropy.
Again, this is due to the Joule dissipation (j*/). For the low temperature solution discussed in
the previous section, low values of electrical conductivity caused this term and the entropy
production to be high. For the high current density solution, it is the high current that causes the
large Joule heating term and high rate of entropy production.

Low values of current density result in solutions that are similar to the high temperature
solutions. High temperature caused the heat transfer to increase until the energy loss exceeded
the energy input to the channel. On the other hand, low current density causes the energy input
to drop until it drops below the heat loss rate, producing a similar result.

Channel performance data for these solutions is given in Table B.1- 10. Again, the 25-A/cm?
solution results in low entropy; however, it requires a 57-m long channel and nearly 17 GW of
applied power with more than half of this lost through heat transfer. Thus, it approaches nearest
to the NASA desired operating condition but is the least efficient and probably the least practical
of the considered solutions. With 100 A/cm? applied to the electrodes, the desired stagnation
enthalpy is reached in only 1.5 m. Less than half as much power is required compared to the 25
A/em? case and only 250 MW is lost to heat transfer; however, this is the least desirable solution,
having a large exit entropy placing it far from the desired condition. Current density
optimization can only be considered in the larger context of system optimization, as was the case
for channel temperature.
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Figure B.1- 25. Comparison of MHD performance for various current density values.

Table B.1- 10. MHD exit conditions and performance data for current density variations.

Accelerator Exit Conditions Performance Data
Current | Temperature | Pressure | Mach Channel Electrical Wall Heat
Density X) (atm) Number Length Power Loss (MW)
(Alem?) (m) Req’d.'
MW)
25 3,500 19.2 3.73 57 16,950 8,885
30 3,500 19.2 3.64 21.1 11,060 3,383
50 3,500 16.2 3.63 6.52 8,133 1,040
100 3,500 93 3.59 1.53 8,020 250

' Does not include the electrical power into the arc heaters.
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B.1.5 MHD Accelerator Optimization Analysis

The partial optimization of the performance of MHD accelerators to support NASA’s
hypervelocity propulsion wind tunnel testing requirements has been performed and is reported in
this section. These analyses extend the single parameter variation analysis reported in Section
B.1.4 by choosing the best combination of parameter values in an attempt to produce the highest
performance accelerator design relative to the NASA target requirements discussed in Section
3.0.

Three design analyses have been completed in this study distinguishable by the level of
technology advancement required for the development of a facility. Throughout all of the
analyses in Section B.1.4 and in this section, one parameter (the magnetic field strength) stands
out as the single most important factor in determining the limits on the performance of advanced
MHD accelerator facilities. High strength magnets up to at least 30 T could be used to improve
the performance of the high-pressure accelerators considered in this study without the
detrimental effects associated with the high Hall parameter that would occur in lower pressure
systems. Values of the magnetic field strength of 15, 24, and 30 T have been used in this
analysis.

Based on extrapolation of current technology in superconducting magnets, it is estimated that
magnets with a 15-T field strength could be developed for near-term applications (10 year);
therefore, the accelerator designs based on these magnets are considered to be in a moderate risk
category. The 24-T magnets may be available in the 20-year time frame, which is believed to be
the minimum time required for development of a full-scale seeded-air ore-heater-driven MHD
accelerator test facility. Thus, this value has been used for a higher risk, 20-year technology
design. Further technology advancement to a 30-T magnet is considered to be high risk at
present, and the future availability of these cannot yet be estimated. Although technically
possible, these are not expected to come to fruition in the foreseeable future. However, if

. technology breakthroughs occur in the current research programs or if research and develop
programs are initiated to obtain this technology, these could be available in the 20-year time
frame. An analysis based on the 30-T magnet is included in this study for comparison.

B.1.5.1 Optimization Analysis

The operation of high-pressure MHD accelerators at high magnetic field strength clearly
produces better performance relative to the specified NASA target test condition, as indicated in
the parametric analysis of Section B.1.4. Operation of the channel at higher temperature and
lower electrical current density was also shown to produce better performance. In this section,
optimum values of these three parameters are sought. Since some combinations of these
parameters produce very long channel lengths that would be impractical when the cost of magnet
fabrication is considered, a practical limit is placed on channel length for the final optimization
analysis. Variation of channel temperature and current density at high magnetic field strength is
first examined, followed by an optimization of the channel temperature and current density for a
practical channel length at each of the three selected magnetic field strength values. All analyses
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in this study were initially constrained to an MHD accelerator channel exit stagnation enthalpy of
12.15 MJ/kg corresponding to the NASA-specified test condition. The final analyses were
extended to higher enthalpy levels to identify other test conditions that can be produced with
MHD technology. These analyses were performed with the MSE 1-D MHD accelerator code,
ACCEL, discussed in Section B.1.2. Accelerator entrance conditions for all analyses are listed in
Table B.1- 11. All analyses used the 2,700 K entrance condition except for one analysis each at
the entrance temperatures 2,200, 2,300, and 2,500 K.

Table B.1- 11. Entrance conditions for all channel design analysis.
Specifications | Accelerator Entrance Conditions
Exit Entrance Pressure Mach Velocity Electrical
Temperature | Temperature (atm) Number (m/s) Conductivity
(K) (K) (Mho/m)
2,200 2,200 15.1 1.85 1,624 2.2
2,300 2,300 18.7 1.72 1,540 34
2,500 2,500 28.4 1.45 1,353 7.0
2,700 —
> 2,700 41.9 1.17 1,125 11.7
3,500
. , . : ‘ 12,000
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Figure B.1- 26. MHD accelerator performance with various exit temperature values.
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Figure B.1- 26 shows the variation of MHD accelerator

magnetic field strength and 25-A/cm? current density.

these analyses are listed in Tab

in long channels due to the higher wall heat transfer rate. Since heat transferred from the gas

performance with temperature for a 24-T

Accelerator channel exit conditions for
le B.1- 12. As found in Section B.1.4 and shown in Figure B.1-
26, operation with a high temperature working gas produces better performance but also results

must be replaced by the electrical power added through the electrodes, the higher heat transfer
rate results in longer channel lengths, as required for the energy addition to reach the final
stagnation enthalpy level. The peculiar shape of the 3,500 K curve is also due to heat loss in this
high temperature case. A short axial distance into the channel, the heat loss has increased to the

point the entropy reduction (due to heat transfer from the gas) dominates over the entropy

production (due to Joule heating and friction), thus, the entropy decreases as the flow energy
increases. However, further into the channel, the friction losses begin to dominate, and once

again, the entropy increases.

As indicated in Figure B.1- 26, channel length was calculated to be 28.8 m (94.5 ft.) for the

3,500 K gas temperature case. A high-strength, large-bore, superconducting magnet will cost a

significant fraction of the total facility cost for even a short length magnet; an extremely long
magnet could be prohibitively expensive. A full engineering and cost analysis for a facility
would determine practical limits to the length of the channel and magnet, limits that are not

presently known. For the purposes of this study, it is assumed the channels and their associated
magnets (5 to 10 m in length) would be practical. Thus, the 7-m-long channel for the 3,100 K

working temperature is assumed to be practical; however, the 28.8-m (94.5-ft.) long channel for
the 3,500 K temperature is not considered practical.

Table B.1- 12. Exit conditions for channel temperature variations.' N
Specifications Accelerator Exit Conditions Performance Data
Exit Pressure | Entropy Mach | Velocity | Channel | Electrical | Wall
Temperature (atm) Ratio Number (m/s) Length Power Heat
X) S/R (m) Req’d." | Loss
MW) | (MW)
2,700 6.8 29.80 4.48 4,301 2.50 7,411 316
2,900 12.7 29.57 4.26 4,228 4.35 7,741 651
3,100 20.3 29.49 4.05 4,148 7.04 8,299 1,218
3,500 42.6 29.50 3.66 3,932 28.84 13,650 6,557

t Magnetic field stren
™ Does not include t
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Table B.1- 13. Exit conditions for current density variations.
Specifications | Accelerator Exit Conditions Performance Data
Current Entropy | Pressure | Mach | Velocity | Channel | Electrical | Wall
Densitzy Ratio (atm) | Number | (m/s) Length Power Heat
(Alem®) S/R (m) Req’d.”” | Loss
MWw) | MW)
10 2949 9.2 4.48 4,302 10.75 8,367 1,275
15 29.55 8.7 4.48 4,302 5.71 7,801 710
20 29.66 7.7 4.48 4,300 3.61 7,541 455
25 29.80 6.8 4.48 4,301 2.50 7411 316

' Magnetic field strength was 24 T and channel temperature was a constant value of

2,700 K for these analyses.
T Does not include the electrical power into the arc heater.

The effect of current density on MHD accelerator performance can be seen in Figure B.1- 27;
channel exit conditions are given in Table B.1- 13. Channels with a constant working gas
temperature of 2,700 K and a 24-T magnetic field strength were evaluated at current densities
from 10 to 25 A/cm?®. Channels with lower current densities could not reach the desired specific
enthalpy since the heat losses from the channel were greater than the power added at these low
currents. The channel design for 10 A/cm? is probably impractical due to its long length (as
stated above) and its low efficiency due to its wall heat loss. The channels using 15- to 20-
AJem? current densities would be the most practical for this set of conditions (2,700 K and 24-T
magnet). Current densities greater than 25 Alem’ produced increasingly shorter channels but
were also further to the right (higher entropy) on the Mollier diagram. Consequently, the lower
current densities are able to produce test conditions much closer to the NASA specification;
however, when they are too low, they produce unacceptably long accelerator channel designs.

All of the channel designs considered produced higher entropy than desired for the NASA test
condition. In fact, the low entropy level of the NASA specification is extremely difficult to
reach due to the high pressure required. As Figure B.1- 26 indicates, the channels that operated
at the highest temperature produced the lowest entropy test conditions. This is due in part to the
heat transfer out of the working gas, which lowers entropy to the higher electrical conductivity,
thereby reducing the entropy production from Joule heating (j*/c). Again, the higher
temperature resulted in longer channels. In Figure B.1- 27, low current density produces the
lower entropy solutions and also results in long channel lengths. Once again, the low entropy is
due to heat transfer out of the gas and lower Joule heating, this time due to the lower current.
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Figure B.1- 27. MHD accelerator performance with various values of current density.
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As these figures show, lower entropy appears to correlate with longer channel lengths (within
limits); however, long channels are impractical. For this reason, solutions with a 5-m channel
length (assumed to be practical for this application) were explored, and the results are presented
in Figure B.1- 28. Channel operating temperatures from 2,200 to 3,500 K were evaluated as

indicated in Table B.1- 14. For the 5-m, fixed-length designs, low temperature channels

achieved the required energy level with low current densities (4.9 A/em” at 2,200 K compared to
49.3 A/cm® at 3,500 K). However, as Figure B.1- 29 shows, entropy at the channel exit was a
minimum at a temperature of 3,000 K, and the current density of 26.8 A/em? is very reasonable.

Table B.1- 14. Exit conditions for 5-m channel length analyses.’

Specifications Accelerator Exit Conditions Performance Data
Exit Current | Entropy | Pressure | Mach | Velocity | Electrical | Wall
Temperature | Density | Ratio, (atm) | Number | (m/s) Power Heat
X) (A/cmz) S/R Req’d." Loss
MW) MW)
2,200 4.9 30.24 1.5 5.09 4,464 7,441 346
2,300 6.7 29.92 2.6 4.96 4,434 7,500 404
2,500 11.0 29.65 5.2 4.71 4,371 7,612 516
2,700 16.3 29.58 8.4 4.48 4,304 7,725 625
2,900 23.0 29.54 13.0 4.26 4,228 7,834 745
3,000 26.8 29.53 16.0 4.16 4,194 7,912 812
3,100 30.6 29.54 19.3 4.05 4,150 7,967 877
3,200 34.8 29.55 23.2 3.95 4,110 8,042 948
3,400 44.0 29.59 32.9 3.76 4.024 8,192 1,101
3,500 493 29.60 38.9 3.66 3,978 8,278 1,184

T Magnetic field strength was 24 T for these analyses.
™ Does not include the electrical power into the arc heater.
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Figure B.1- 29. Variation of exit entropy and current density with maximum channel
temperature.

Entropy will increase sharply at the lower temperatures but rises slowly at the higher
temperatures. However, as Figure B.1- 29 also demonstrates, current density nearly doubles
from 3,000 K to 3,500 K. With all issues considered, it would be best to operate with the lowest
temperature and lowest current density that is practical. Higher temperatures result in hi gher
heat transfer rates, lower efficiency, more severe material degradation for exposed surfaces,
higher levels of dissociation and nitric oxide (NO) formation, and higher current density
(required to overcome heat losses), which may result in faster electrode erosion. For these
reasons, the minimum entropy design at 3,000 K is chosen as the recommended channel for this
application. A similar analysis was performed for magnetic field strengths of 15 and 30 T,
respectively. Minimum entropy results also occurred at 3,000 K for these field strengths;
therefore, this temperature was selected for all recommended designs.

The results of performance calculations for the three magnetic fields are shown in Figure B.1-
30. Each of the channels is 5 m long at the indicated 12.15 MJ/kg exit point. This figure also
shows the effect of extending these channels to a higher final stagnation enthalpy of 20 MJ/kg.
To achieve higher enthalpy, the channels are extended to lengths ranging from 6.65 to 6.9 m
(262 to 272 ft.). Table B.1- 15 lists the accelerator channel exit conditions for the 12.15 MJ/kg
and 20.0 MJ/kg exits. Figure B.1- 30 indicates the high dynamic pressure test condition
specified by NASA cannot be achieved by the seeded-air, arc-heater-driven, MHD accelerator
designs considered in this study. These designs are unable to reach the required entropy level for
the dynamic pressure of 2,000 1bf/ft* specified by NASA but do provide test conditions at the

B.1-57



same Mach number at lower dynamic pressure, which would correspond to flight at a higher

altitude. Table B.1- 16 lists the flight dynamic pressure and altitude for Mach 16, post-bowshock
test conditions that can be tested using these MHD accelerator designs. As can be seen, these
range from a flight dynamic pressure of 710 1bf/fi* at an altitude of 42.8-km (140.4 kft) for the
15-T design to 1,200 Ibf/ft? at an altitude of 38.95 km (127.8 kft) for the 30-T design.

Enthalpy (MJ/kg)
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Figure B.1- 30. MHD accelerator performance for selected accelerator designs.

Table B.1- 15. Exit conditions for selected channel designs.'

Specifications Accelerator Exit Conditions Performance Data
Magnetic Exit Entropy | Pressure Mach | Velocity | Channel | Current | Electrical Wall
Field Stagnation | Ratio, (atm) Number (m/s) Length | Density Power Heat
Strength | Enthalpy S/R (m) (A/em®) | Req’d." | Loss
(M (MJ/kg) Mw) (MW)
15 12.15 29.96 10.6 4.16 4,187 5.0 29.7 7,789 691
24 12.15 29.53 16.0 4.16 4,194 5.0 26.8 7,912 812
30 12.15 29.35 19.1 4.16 4,193 5.0 25.1 7,963 872
15 20.0 30.60 5.8 5.73 5,760 6.65 29.7 14,710 | 1,160
24 20.0 30.12 9.1 5.73 5,766 6.83 26.8 14,980 | 1,436
30 20.0 29.92 10.9 5.72 5,764 6.90 25.1 15,100 | 1,570
30 30.0 30.23 8.2 7.25 7,294 8.62 25.1 24,370 | 2,631

' Channel exit temperature was 3,000 K for these analyses.
't Does not include the electrical power into the arc heater.
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Table B.1- 16. Test conditions achieved Jor a flight Mach number of 16.
Magnetic Flight Flight Flight Stagnation Entropy
Field Mach Altitude Dynamic Enthalpy Ratio
Str(erlx‘l)gth Number (km) | (kft) l:;';:ys;tlz;e MJ/kg) S/R
15 16 42.8 | 1404 710 13.20 30.07
24 16 40.1 | 131.6 1,023 12.86 29.60
30 16 3895 | 127.8 1,200 12.72 29.40

Table B.1- 17. Test conditions achieved for a Slight dynamic pressure of 2,000 Ibf/ft’.

Magnetic Flight Flight Flight Stagnation Entropy
Field Mach Altitude Dynamic Enthalpy Ratio
Strength Number Pressure (MJ/kg) S/R
(T) (am) | (kE) | o)
30 234 40.8 | 133.7 2,000 27.91 30.14

Finally, Table B.1- 15 also lists the channel exit conditions for an extension of the channel to a
30.0-MJ/kg exit. These design exit conditions exceed the 2,000 Ibf/ft? dynamic pressure post-
bowshock conditions at a stagnation enthalpy level higher than the NASA specification.
Interpolation of the data to the point where the accelerator performance matches the 2,000 Ibf/ft®
condition indicates an accelerator with a 30-T magnet can produce test conditions equivalent to
the 2,000 Ibf/ft* dynamic pressure, post-bowshock condition at a flight Mach number of 23.4 and

an altitude of 40.8 km (133.7 kft). The stagnation enthal
The data for this condition is listed in Table B.1- 17.

py at this test condition is 27.91 MJ/kg.

Ionization instability as a result of high Hall parameter values is always a concern when
operating at high values of the magnetic field strength. As Rosa (Ref. 2) indicates,
nonequilibrium ionization instability can occur in a plasma when the Hall parameter is large. He
also states that, in atomic gases, observed data “show a wide departure from ideal behavior”
when the Hall parameter is greater than 2. However, it is believed molecular gases can maintain
stability over a much larger range of Hall parameter values; yet the limits are presently unknown.
Klepeis and Louis (Refs. 21 and 22) were able to maintain nonequilibrium ionization in a
molecular N, plasma using a disk MHD generator with Hall parameter values in excess of 3.

Additionally, Rosa indicates that Hall
molecular gases such as air.

5

> Personal communication, Dr. Richard J. Rosa with Gloyd A. Simmons, MSE, Inc.
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Table B.1- 18. Electrical data for seven selected MHD accelerator designs.
Magnetic Exit Hall Maximum Electrical Fields
Field Stagnation Parameter (kV/m)

Str(eTn)gt b I?;;'l;/a;:g)y Transverse, Ey Axial, Ex
15 12.15 1.39 67.2 6.1
24 12.15 1.54 105.6 7.5
30 12.15 1.65 130.8 8.3
15 20.0 2.35 89.8 8.0
24 20.0 2.54 142.1 9.4
30 20.0 2.70 176.7 10.2
30 27.91 3.20 211.5 11.1

Fortunately for this application, high static pressure in the channel helps to maintain the Hall
parameter values at reasonably low values. Table B.1- 18 lists electrical data for the seven
selected designs discussed above. The first three entries in this table are for the 5-m channel
designs, providing an exit stagnation enthalpy of 12.15 MJ/kg, which is equivalent to the NASA
target test condition. The maximum value of the Hall parameter for these analyses occurs in the
30-T case and is a moderate value of 1.65. The maximum transverse electric field (Ey) of 130.8
kV/m also occurs in the 30-T case. These values are very reasonable and should not cause any
operational problems in this accelerator channel.

The next three entries in Table B.1- 18 are for the 20.0 MJ/kg exit stagnation enthalpy cases.
Hall parameters are somewhat higher for these cases due to the higher Mach numbers that
produce lower static pressure at the exit compared to the lower energy cases previously
discussed. Hall parameter values are moderately high and vary from 2.35 for the 15-T case to
2.70 for the 30-T case. Finally, the last entry is for the 27.91-MJ/kg case discussed above. A
maximum Hall parameter value of 3.2 occurs at the exit. It should be noted this value is only
slightly higher than the value for which stability was maintained in the N, plasma during the
Klepeis and Louis experiments discussed above.
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B.1.5.2 Summary

Accelerator designs evaluated in Appendix Section B.1.5 indicate that seeded MHD accelerators
augmenting high-pressure arc heaters cannot produce the test conditions required in the
MARIAH Project specifications (see Section 3.0). However, these show that flight simulations
corresponding to high flight Mach number, post-bowshock conditions at lower dynamic
pressures are obtainable. Several technologies that are beyond the current state-of-the-art are
implied by the design values used in these analyses; however, in most cases, these technologies
should be available in the 15- to 20-year time frame for development of a major new test facility.
However, the prospect of large-bore, high field strength magnets being available in the 15- to
20-year time frame is presently unknown. Today, 6-T superconducting magnets are available,
and 8-T magnets could probably be developed using present technology. Magnets having 10- to
12-T fields are projected for near-term development, and 15-T magnets may be available in the
15- to 20-year time frame. At present, 24- to 30-T magnet development cannot be projected in
the foreseeable future. Analyses at these field values have been included to provide a basis for
recommendations on future technology development.

Higher temperature materials than available today would help to ensure the performance and
reliability of these high performance accelerators; however, these devices could be fabricated
with today’s technology if new materials are not available. Finally, advances in arc-heater
technology would be necessary before large, 200-atm arc heaters could be designed for this
application. However, other higher pressure driver technologies are presently being studied for
replacing arc heaters in the MHD accelerator applications, and these show excellent promise.
Furthermore, use of the 150-atm arc heaters that are available today would result in some
performance degradation but would still allow simulation of flight conditions close to those
described herein.

B.1.6 Summary

The NASA-specified target operating conditions are (as expected) very difficult to achieve. The
single variable parametric variation used in this study has provided valuable information on the
performance effects of each of the individual variables. These effects have been characterized
by variation about a baseline parameter set. None of these variations produced a solution that
closely approached the NASA- specified condition except at the very high values of magnetic
fields. However, these solutions provide insight into ways in which an MHD-augmented driver
can produce higher enthalpy and lower entropy test conditions and may improve performance
that leads to test conditions nearer those specified by NASA.

Performance analyses of the three arc-heater conditions were very enlightening. All arc-heater
characteristics used in this study were of a 200-atm class but operated at various enthalpy levels.
Arc-Heater #2 was to the far right of the 200-atm performance envelope on the Mollier diagram.
This arc heater provided the MHD channel with a high enthalpy flow, but unfortunately, this was
also at a high value of entropy. The MHD channel performed well in this environment; however,
the entropy was too high to allow the desired condition to be reached. The Arc-Heater #3
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condition was far to the left with a low value of entropy, but the enthalpy was too low to achieve
adequate electrical conductivity for effective MHD operation. The MHD system heated the flow
as an arc heater would and followed the arc-heater curve.

If a high-pressure driver flow (low entropy) could be heated by other means to an enthalpy value
sufficient to achieve the required electrical conductivity, then MHD could perform as in the Arc-
Heater #2 case but at a lower entropy as in the Arc-Heater #3 case. These higher pressure
drivers will be investigated in another study.

Multiple variable optimization and axially variable parameters also offer potential for improving
the performance over that predicted by this single variable parameterization. For instance, these
variations indicated that high channel temperature and low current density individually lead to
lower entropy solutions. These combinations might further improve the performance if used
together and varied axially through the channel to locally optimize the solution.

Increases in magnetic field strength offers the most benefits observed during this study. High
strength magnetic fields present no problems for the high-pressure plasma of this application.
Higher magnetic fields result in shorter channels and higher operating pressures. If technology
permits, high strength magnets can increase MHD performance and produce test conditions near
the NASA specifications.
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B.2 OHIO STATE UNIVERSITY ONE-DIMENSIONAL MHD NONEQUILIBRIUM
CODE

Many analytical studies have been conducted to develop computer-driven design and analysis
tools for investigating the performance of MHD accelerators. This study is unique in that the
flow model incorporates several novel features such as a Boltzmann equation solver for
computing the electron energy distribution function, the simulation of added e-beam energy
directed into the MHD channel, the simulation of chemical kinetics and vibrational
nonequilibrium, and the ability to account for the ionization processes. MHD terms have been
incorporated into the model through the inclusion of the Lorentz body force term in the
momentum equation and a term for the work done by the MHD body force in the energy balance
equation.

NOMENCLATURE
B - Magnetic Field, T k;(véw) - vibration-translation rates, cm®/s
B, - Rotational Constant of the Diatomic k;(v,v=6w,w=) - vibration-vibration rates, cm®/s
Species, eV k(vow) - electron-vibration (e-V) rates, m%/s
C - Skin Friction Coefficient k(v6,T), k(6v,T) - state-specific chemical
c, - Heat Transfer Coefficient reaction rates, cm’/s
c,f - Frozen Specific Heat at Constant M; - frozen Mach number
Pressure, J/kg/K dM, - correction to the frozen Mach
D - electron beam load, eV/mol/s number due to vibrational specific
E - electric field, V/m heat
DE,... - absorbed electron beam power, W m, - electron mass, kg
E.p,(T) - equilibrium vibrational energy m, - proton mass, kg
of the species, J/kg n;(v) - absolute population of vibrational
E; (X) - nonequilibrium vibrationa) energy level v of i* species, mol/m?
of the species, J/kg n - number density of the species,
e - electron charge, C mol/m’
F - channel cross-section, m? N - total number density, mol/m?
£(v)=n,(v)/n; - relative population P - pressure, Pa
of vibrational level v of i species P, - standard pressure (1 atm)
(vibrational distribution function) Pr - Prandtl number
G - mass flowrate, kg/s Q.. - electron transport cross-section
G° - Gibbs free energy of the species for i* species, m?
at standard pressure, J/kg Qi - rotational excitation cross-section,
g - g-factors, efficiencies of electron m?
beam initiated processes, mol/eV Qui; - vibrational excitation cross-section,
h, - specific enthalpy of the species, J/kg m?
h - enthalpy of the mixture, J/kg Qui - electronic excitation cross-section,
H=h+u%2 - total enthalpy, J/kg m?
j - current density, A/m? Qioni - lonization cross-section, m?
Jbeam - electron beam current density, A/m? R, - universal gas constant, J/kmol/K
1 - electron beam penetration length, m r - channel half-width, m
L - MHD channel length, m Re, - Reynolds number based on the
k - Boltzmann constant, /K channel width
Kion - rate of ionization, cm?/s Re, - Reynolds number based on the
k... - rate of electron recombination, cm*/s axial coordinate
k.. - rate of electron attachment, cm’/s S - entropy, J/kg/K
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T - heavy species translational €oeam - beam electron energy, eV

temperature, K m; - species molecular weight, kg/kmol
T, - species vibrational temperatures, K m - mixture molecular weight, kg/kmol
T, - electron temperature, K n,=(¢/m)B - plasma frequency, st
T,.~300K - reference temperature +n, - electron-heavy species collision
u - gas velocity, m/s frequency, s
Xei - anharmonicity of i* diatomic r - gas density, kg/m’
species s - electric conductivity, mhos/m

X - axial coordinate, m f=(n/n) - species mole fractions
y - transverse coordinate, m f, - ionization fraction
z - magnetic field direction x;=(n;/n).(m;/m) - species mass fractions
b - Hall parameter W, - vibrational quantum of diatomic
g=cfc/ - frozen specific heat ratio species, K
d - boundary layer thickness, m W - instability increment, s*
e - plasma (secondary) electron
energy, eV

B.2.1 Overview

In this section we report on an analysis of MHD accelerators that was conducted as a part of the
MARIAH Program for the purpose of investigating the performance limits of such devices. This
analysis is based on a 1-D simulation of the entire flow train, starting at the plenum, passing
through the nozzle and MHD accelerator, and continuing through the secondary expansion duct
up to the inlet of the test section. Several issues have been investigated using this model, such as:
a) the question of pressures needed in the heater or plenum region, b) whether e-beam addition
can be utilized in an unseeded flow to enhance conductivity in the MHD duct, c) the question of
seeded vs. unseeded flows, and d) issues relating to basic thermodynamic limits of such drivers.

These issues are discussed and reported on in some depth in the following sections.

There are several basic requirements that have been used to define the testing scenario and the
performance objectives of this study. These have been discussed in the literature (Refs. 1, 2, 3).

Since they largely define the operating scenario for the MHD flow train, these requirements are
summarized below:

1. The test facility should be a test and evaluation facility in the sense that test durations of
the order of tens of seconds to minutes can be obtained.

2. The facility should be capable of testing advanced engine modules at near full scale. An
area cross section for the test section of 80 square feet (f%) has been adopted as a working
number.

3. The facility should be capable of simulating true total enthalpy and thermodynamic
conditions. For engine testing, this implies that the Mach numbers, total enthalpies, and
entropies should match those seen behind the bowshock of the hypervelocity aircraft.
The facility should be capable of matching post-bowshock conditions corresponding to
the 2,000-1bf/ft* free-stream dynamic pressures trajectory.
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4. The facility should provide an airstream chemistry corresponding approximately to the
post-bowshock regime of the aircraft, i.e., having minimal dissociation, vibrational
nonequilibrium, and contaminants.

5. The facility should be a true test and evaluation facility. This implies high testing
throughput, high reliability and lifetimes for critical components, and versatility of the
MHD accelerator across a wide range of pressures and Mach numbers.

Analytical studies similar to the present one have been conducted in the past by several
researchers (Refs. 4, 5, 6). The present study is unique in that the flow model incorporates several
novel features, namely a) the inclusion of a Boltzmann equation solver for the electron
distribution function, b) the ability to simulate the addition of e-beam energy directed into the
MHD channel, c) the ability to simulate both chemical kinetics and vibrational nonequilibrium,
and d) the ability to correctly account for all important ionization processes. These capabilities
permitted us to systematically explore both the nonequilibrium and the equilibrium flow regimes
across a wide spectrum of control parameters. Details of the kinetic model are given in Section
B.2.2.

The computer code developed on the basis of the kinetic model was run across a rather large set of
control parameters, including variation of seed fraction and type, e-beam energy, plenum
pressures and temperatures, and nozzle geometry (see Section B.2.3). The overall objective of the
study was to demonstrate whether or not it was possible to place points on the total enthalpy
versus entropy diagram corresponding to the post-bowshock, 2,000-1bf/ft> flight trajectory. This
has been adopted as the limiting operating envelope for the hypothetical test facility. The major
conclusions are given in Section B.2.4.

B.2.2 Kinetic Modeling

B.2.2.1 Kinetic Equations

To simulate the gas dynamics and kinetics of both alkali-seeded and unseeded airflows in
supersonic nozzles and MHD channels, we have used quasi-1-D nonequilibrium flow kinetic
modeling. The model incorporates the following equation groups:

1. The equations of 1-D magnetogasdynamics for nonequilibrium reacting ionized real
gases (Refs. 7, 8):

ar _ u 1 1du_rMioldg M5B ol
& fU-Mi(1-6 M) |F d  pdx oA | p '
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In Equation (B.2- 1), the terms in the right-hand side describe gas temperature variation due to
nozzle cross-section change, change of molecular weight of the mixture, translational mode
energy addition d®/dx, push force and wall friction work. Equation (B.2- 6) gives the energy
stored in vibrational mode of diatomic species such as N,, O,, and NO. The terms in the right-
hand side of Equation (B.2- 7) describe electric field and e-beam power input (D is the e-beam
load per molecule in eV/mol/s); wall heat losses due to heat transfer; enthalpy transfer by the
current; and electrode voltage drop, AU,, and enthalpy storage in chemical reaction products; and
vibrational energy mode. The last term in Equation (B.2- 7) can be written in the following form:
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- Zhi(T)_;—+ %{[Evib,j(x)— Evib,j(T)] ot ¢ T (B.2- 8)

Note that Equation (B.2- 8) requires knowledge of both equilibrium and nonequilibrium values of
diatomic species vibrational energy, £, J(T) and E,;, (x), respectively. Both of these energies are
calculated using Equation (B.2- 6) where the equilibrium vibrational distribution function, D),
is the Boltzmann distribution with temperature, 7, and the nonequilibrium vibrational level
populations, £{(v,x), are given by the master equation (see below). In Equations (B.2- 2), (B.2-5),
and (B.2- 7), (B.2- 8), the sum over index / or j is evaluated for all reacting species, and the sum
over index, j, is taken only for three diatomic species, N,, O,, and NO.

2. Chemical and ionization kinetics equations for a number of reacting species (including
electrons, ions, and electronically excited metastable species):

d¢,
—= fuiZ(b,j—a.,)W, (B2-9)

J

where the sum is taken for all chemical reactions, a. and b. are stoichiometric coefficients of i

s Y ij
species in /* chemical reaction:
20,4, Y b4 (B.2- 10)

and W, is the rate of /" chemical reaction per unit stoichiometric coefficient:

b,
2a,-2 |- g, % Pu Z(bif'ai/)" Si|”
Wi=p" "j'H(*) *(P*]' kj‘H[-J (B.2- 11)

i VHi 0 i \Hi

In Equations (B.2- 10) and (B.2- 11), the sums and the products are taken for all reacting species.
In Equation (B.2- 11), P;=1 atm is a standard pressure. For bimolecular reaction A+A,= A+A,,
the expression for W, is particularly simple:

Wj=jc‘_.i§]; éi

| (B.2- 12)
T pg
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For chemical reactions at vibrational equilibrium, the reverse reaction rates in Equations (B.2- 11)
and (B.2- 12) are determined from thermochemical equilibrium:

> 5,GITM- Y, a;GI(T)

]—c-j (T) — ]—c-j(]-) -exp products P ;aclams (B2- 13)
0

where GX(T) are the molar Gibbs free energies of species evaluated at a standard pressure, Pi=1 atm.

For vibrationally stimulated reactions, such as nonequilibrium dissociation of diatomic molecules:

ABW)+ M SA+B+ M (B.2- 14)

and bimolecular exchange reactions:
AB(v)+C & A+BC (B.2- 15)

the forward rates at vibrational disequilibrium are determined as follows:

k=Y k(v—,T)f), (B.2- 16)

where k(v— ,T) are state-resolved reaction rates (see Section B.2.2.2) and f{v) is the
nonequilibrium relative population of vibrationally excited diatomic species, given by the master
equation. In Equations (B.2- 14) and (B.2- 15), 48 stands for diatomic molecule, C for atom, M
for an collision partner, and v is a vibrational quantum number.

For nonequilibrium plasma electron impact processes (ionization, attachment, electronic
excitation) the kinetic rates are determined by integration of the cross sections over the electron
energy distribution function (EEDF). For example, for ionization:

Kion =% fQion(e)s%f (e)de (B.2-17)
e Emﬂ

where f{€) is the EEDF as a function of electron energy, determined by the Boltzmann equation
(see below), O, is the cross section of ionization, and E, is the ionization potential.
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For the high-energy e-beam-initiated reactions, the reaction rates are as follows:

g,D¢
P K

(B.2-18)

w Jbeam =

where D is the e-beam load, and g; (g-factors) are the beam reaction efficiencies in mol/eV.

3. Master equation for populations of vibrational levels of three diatomic species N,, O,,
and NO (Ref. 9):

v _p .
e {“’i;[kij(ww)fi(w) ka(v—>w)fi(v>]}

+u—'1-2{¢i > [kij(w,w' = v,V (W (W) -k (v,v > w,w')fi(v)fj(v')]} B.2-19)
- ey

A A

df,
B T ey > Ny > w ]+ (L)

chem

In Equation (B.2- 19), the terms in the right-hand-side describe the change of vibrational
distribution function £{(v) of a diatomic species due to vibration-translation (V-T), vibration-
vibration (V-V), and electron-vibration (e-V) energy transfer processes and chemical reactions,
respectively. Note that Equation (B.2- 19) also takes into account multiquantum vibrational energy
transfer processes. The chemical reaction term in Equation (B.2- 19) can be written as follows:

(deB (V)j _E[_Pﬁ.k(_) V’T)f—“é—é—MﬂLB—k(v —>,T)§ALfAB(V)]
M

dx chem B u P() _ My Hp My gAB (B.2- 20)
P S4 Spc Map & fi(v) d¢
A k , _______k s P -l
+u’i v T)ﬂA Hpc S4p (v_)T),UC fAB(v)} & dx

where the first two terms in the right-hand side describe vibrationally stimulated dissociation and
exchange reactions of Equations (B.2- 14) and (B.2- 15), respectively. The direct and the reverse
state-resolved rates in Equation (B.2- 18) are related by the detailed balance equation:

v 1) f 0D _ k(D)
k—>vT) k(T)

(B.2-21)

where the relation between the overall direct and reverse thermal rates is given by Equation
(B.2- 13). Note that in Equation (B.2- 21), f,;(v,T) is the equilibrium relative population of
vibrational level v of molecule 4B.
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The vibrational “temperatures” of the diatomic species are determined as follows:

T = we,i(l_zxe,i) B.2- 22
w7 )] (B-2-22)

4. Boltzmann equation for symmetric part of electron energy distribution function f(¢)
(EEDF) in crossed electric and magnetic fields (Refs. 10, 11):

lEf +(E, - uB,)? N—d—( we)? £ df(.e)]
3 N? de\w(e)? +v¢ Q,(e) ds

{[f (e)+ keT df(g)]Zqé [ 20, (&) + B,80, ., (6)}}

Ny, XSy, )| Qih (64 AE, Yo+ AE, ) f(s+ AE, ) = QR () (&)]

0<v,w<8

+ Ney, Zfo,(o)[ 0% (6+AEy, e+ AE, ) f(6+ A, ) - Oy (9 (2)]

(B.2- 23)

- NZ ¢,-{ L (6+ AE, )& + AE, ) f (e + AE, ;) — 0%k (6) (&)}
df (¢)

+%’5 g L n A[I,() +12(g)f(g)}+S(e) 0

In Equation (B.2- 23), the separate terms describe the EEDF change due to applied fields,
momentum transfer and rotational exc1tat10n vibrational excitation, electronic excitation
(excitation of the & electronic level of the i" species), electron-electron collisions, and ionization
by the e-beam electrons. Also in Equation (B.2- 23):

12
2
v(e)=N- [f) 20, () (B.2-24)
is the momentum transfer frequency:

Vo= —B, (B.2- 25)

m,
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7, kT, 34T,
A=—=(4m ezj ?; (B.2- 26)

is the ratio of the Debye length to the classical closest approach distance, and:

L(&) = [x¥ f(x)dx + 263 [F(x)ax
0

0 (B.2-27)

I(&) =3 [x" f (x)ax
0

In the present study, we are interested only in the low-energy part of the EEDF (e<20-30 eV),
which is independent of the e-beam energy if Epeam > Eion (Refs. 12, 13). Therefore, Equation
(B.2- 23) does not incorporate the detailed model of ionization by an e-beam that uses the double
differential cross section of ionization, Oin(€,-€) as a function of primary and secondary electron
energies (Refs. 12, 13). Instead, a simplified approach is used, with the source term S(¢) in
Equation (B.2- 23) expressed in terms of the g-factor for the beam ionization g, (ionization
efficiency) and the secondary electron energy €:

const

S(e)=———,
OB

[S(e)de = g, D (B.2- 28)
The g-factors are also known to be independent of the beam energy if €,.,,>>E, (Ref. 13):

___J© ;
L= df(e)/ de| _, (B-2-29)

Note that Equation (B.2- 23) also takes into account superelastic processes (electron heating in
collisions with vibrationally excited N, molecules):

N:(vV)te(e) > N (w<v)+e(e+AE,,) (B.2- 30)

where AE, , is the vibrational energy defect. These processes are well known to strongly affect
the electron temperature in gas flows at strong vibrational disequilibrium (Refs. 14,15).
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5. Generalized Ohm’s Law (Ref. 8):

) o
=7 |E. - BE, -uB,)|
- (B.2-31)
j, = I—;F[(Ey —uB,)+ fiE, |
where
2
o=~ (B.2- 32)
m,(v)
is the plasma electric conductivity and
vV, eB
ﬂ:—é’;: —_— (B.2- 33)
is the Hall parameter. In Equations (B.2- 32) and (B.2- 33):
2o} 2%
(v)= N[;n—) Jo, @ 1(e)de (B2-34)

€ 0

is the electron-heavy species collision frequency (Ref. 10).

As one can see, the effects of vibrational relaxation and chemical reactions are accounted for in
the energy and motion equations (B.2- 1) and (B.2- 2). The chemistry-vibration coupling terms
are incorporated into both the chemical kinetics equations (B.2- 9) and the master equation (B.2-
19). Rates of electron impact processes used in kinetic equations (B.2- 9) and (B.2- 19)
(vibrational and electronic excitation, ionization, attachment etc.), as well as electric conductivity
are calculated based on the EEDF calculated by the Boltzmann equation (B.2- 23). The latter
takes into account superelastic processes, which couple vibrational and electron mode energies.
Therefore, the system of equations solved is self-consistent.

In this quasi-1-D approach, the applied electric and magnetic fields are given as functions of the

axial coordinate: E,(x), E,(x), and B,(x). Time and space derivatives in the Boltzmann equation
are omitted since they become important only in extremely fast oscillating fields and in sheath

B.2-10



areas; consequently, the Boltzmann equation becomes a simple second-order differential equation
with electron energy as an independent variable, solved by standard iteration method (Ref. 11).
The rest of the differential equations are first-order equations solved by a widely used stiff
ordinary differential equation system solver LSODE (Ref. 16).

B.2.2.2 Rates and Cross-Sections

The list of the neutral species chemical reactions (32 reactions for 12 species N, N,, O, 0,, NO,
05, NO,, N,0, NO;, N,0,, N,O;, N,), as well as the reaction rates at thermal equilibrium are taken
from the Russian AVOGADRO database (Ref. 17), where the most reliable available data has
been recommended in a wide temperature range. The vibration-chemistry coupling is modeled
using the Macheret-Fridman-Rich nonequilibrium rate model (Refs. 18, 19), and the state-specific
reaction rates k(v—,T) for the reactions:

N,W+M § N+N+M

O,M+M < 0+0+M

NOWY+M S N+O+M (B.2- 35)
N,(w+0 & NO+N

NOW)+0 & O, +N

used in chemical and vibrational kinetics equations (B.2- 9) and (B.2- 19) are the same as in our
previous paper (Ref. 20).

The list of ion-molecular reactions, including ionization, recombination, ion conversion,
attachment and detachment processes (more than 300 reactions for 13 species €, N', N,", O*, O,
NO’, O, 0,, N,0", NO,’, Na*, K*, Cs"), as well as most of the reaction rates were taken from the
review (Ref. 21, 22, 23, 24, 25). The rates of electron impact ionization and electron attachment
to the species N,, O,, NO, Na, K, Cs are calculated by the Boltzmann equation solver using the
experimental cross sections of these processes as functions of electron energy (Refs. 26, 27, 28,
29). The latter group of processes describes kinetics of nonequilibrium ionization and attachment
of the plasma electrons in the presence of external electric and magnetic fields.

Note that thermochemical data for both neutral and charged species are incorporated into the
code; therefore, the rates of reverse processes are evaluated from detailed balance, e.g., see
Equation (B.2- 13). Therefore, the kinetic model correctly predicts the chemical composition of
alkali-seeded air, including electron and ion concentrations, in thermodynamic equilibrium (with
no fields applied). Thermochemical parameters such as enthalpies, entropies, and specific heats
of the species in the temperature range 300-6,000 K are taken from References 30 and 31.

The rates of electronic excitation and dissociation of N, and O, by the plasma electrons, with the
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production of metastable species Ny(A’E,"), NCD), N(CP), 0,(a'A,), O,(b'E,"), O('D), O('S) are
also calculated by the Boltzmann solver using the experimental cross sections (Refs. 26, 27).
Metastable species collisional quenching and chemical reaction rates are taken from the review
(Ref. 21).

The rates of vibrational excitation of N, ad O, by plasma electrons are evaluated by the
Boltzmann solver using the experimental cross sections Q.. (Refs. 26, 27). The detailed cross-
section matrix for N,, Q.,*™", 0<v,w<8 , needed for modeling of superelastic processes (Ref. 27),
is calculated using the semi-empirical method (Ref. 32). The rates of V-T and V-V rates for N,
and O,, including multiquantum processes, are taken the same as in Reference 20 where they have
been evaluated using the forced harmonic oscillator (FHO) rate model (Ref. 33). These rates
show good agreement with the recent experiments and state-of-the-art close-coupled calculations
in a wide temperature range (Ref. 33). The V-T rates for N,-Na, N,-K, and N,-Cs are taken from
Reference 34. As shown in Reference 35, these rates are consistent with the Na-seeded N,

vibrational relaxation measurements behind shock waves.

The experimental electron transport cross sections for N,, O,, NO, Na, K, and Cs necessary for the
plasma electric conductivity calculations are taken from References 26 through 28 and 36.

In these calculations, we considered the use of a high-energy e-beam as a possible efficient way to
sustain nonequilibrium ionization in the supersonic flow. It is well known that up to 50% of the
relativistic e-beam power goes into electron impact ionization (Ref. 21). This external ionization
method has been previously extensively used to sustain a discharge in supersonic flows in gas
dynamic lasers (Ref. 37). The e-beam power fractions going into ionization, dissociation, and
electronic excitation of N, and O, in air (g-factors) are taken from the review (Ref. 21). The
experimental secondary electron energy distribution in N, and O, for the beam energies 50-2,000
eV are taken from References 26 and 27 and extrapolated toward the higher energies (Ref. 12).
Note that in the present study, we do not address the high-power e-beam engineering issues (beam
entering the high-pressure flow, focusing, X-ray radiation etc.). Our primary interest is the e-
beam-initiated kinetics.

Wall heat transfer coefficient, c,, and skin friction coefficient c,, as well as the boundary layer
thickness, 5, are estimated based on the results of turbulent compressible boundary layer theory
(Ref. 38):

0.059 1
Cr = a
S T Re® 1+Pr(y )M} /2

5.10° <Re <10’ (B.2- 36)

1
¢ =3¢ /Pr??, 5.10° <Re<10’ (B.2-37)
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o(x) 037 x p
=—"Z 5.10°<R
r RefZ s © (B.2- 38)

Heat fluxes to the electrode surfaces [see Equation (B.2- 7)] are estimated based upon the
experimental heat transfer measurements in MHD accelerators (Ref. 39) (see Section B.2.2.3).

B.2.2.3 Code Validation

Various parts of the kinetic model used in the present paper have been previously validated in
modeling calculations. First, V-T and V-V rates, neutral species chemical kinetic rates, and
vibration-chemistry couplirg in high temperature air were validated in modeling of NO
production in N,-O, mixtures behind shock waves that showed good agreement with time-
resolved shock tube measurements (Ref. 20). Second, electron swarm parameters (drift velocity,

“magnetic drift velocity, diffusion coefficient, ionization, and attachment coefficients) for N,, O,,
and air, predicted by the Boltzmann equation solver are in very good agreement with available
experimental data (Refs. 10, 40).

We have also carried out two series of validation calculations for the entire model. The results of
the first series was compared with the experimental data (somewhat scarce), which were obtained
on the GE unseeded air MHD accelerator (Refs. 41, 42). In these experiments, air was heated to
T;=9,500 K at a pressure P;=550 atm behind the reflected shock and expanded through a
supersonic MHD channel (channel length L=30 cm, area ratio F,/F,=2.0, magnetic field B=4.2 T).
The experimentally determined test area impact pressure in the MHD-augmented flow was
approximately 1.5-2 times higher than in the isentropic flow in the same channel. Figure B.2- 1
shows calculated axial profiles of the gas temperature and velocity in the channel for both MHD-
augmented and isentropic flow, as well as the velocity profile obtained from the GE group 1-D
equilibrium flow model (Ref. 41). The close agreement between these two models, both
predicting approximately 15% velocity increase, is due to the fact that at the high temperature,
T=6,800 K, and pressure, P=10-30 atm, the flow in the channel is very close to the local
thermodynamic equilibrium. The effective reduced electric field that determines the electron
energy in crossed electric and magnetic fields was also quite low:

EZ E _ B 2 1/2
(E) =_1_[ x +( y " U ;) :! SIO-”V°Cm2 (Bz_ 39)
eff

N N 1+ B°

therefore, the electron temperature was very close to the gas temperature throughout the channel.
The electric conductivity calculated by the present model is also in good agreement with the value
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measured in the channel, =110 mhos/m. Figure B.2- 2 shows the axial pressure profile as well
as distributions of NO and atom mole fractions and ionization fraction. One can see that the flow
quality in the test area is poor, i.e., the atom fractions remain frozen and reach 10% for N atoms
and 30% for O atoms. In other words, O, is almost completely dissociated. Another disadvantage
of this reflected shock tunnel MHD accelerator is an extremely short test time (approximately 1
millisecond (ms) in these experiments). The calculated total flow power increase for these
experiments is approximately 25%, from 20 to approximately 25 MW, which corresponds to a
total enthalpy increase from 24 to 30 MJ/kg.

Temperature (K)
Gas velocity (m/s)

7000
4 A
6000 J
5000 -
4000 A
7 _— M'BD-augmented
I B Isentropic \
| - — — GE equilibrium model
3000 T T T T T T T T T
0.0 0.1 0.2 0.3 0.4 0.5

X, I

Figure B.2- 1. Axial temperature and velocity profiles for the GE reflected shock unseeded air
accelerator.

The second series of calculations was made for the AEDC continuous-mode MHD accelerator
running on K-seeded (at 1.5%) N, (Accelerator B of Ref. 39). In these experiments, N, was
heated by an arc heater up to a temperature of about T,=6,000 K at a pressure P,=3.3 atm and
expanded through an MHD channel (channel length L=77 cm, area ratio F,/F,=2.1, magnetic
field B=1.5 T). Figure B.2- 3 shows the temperature and the flow velocity distributions along the
channel. Figure B.2- 4 presents gas temperature and velocity at the channel exit as functions of
the accelerator power. One can see that experimental and calculated data are in good agreement,
temperature and pressure in the MHD-augmented flow being up to 30-50% higher than in the
isentropic flow.
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Figure B.2- 2. Axial profiles of pressure and species mole fractions for the GE accelerator.

Nonequilibrium effects in the channel (N, vibrational disequilibrium) and chemical dissociation
are both insignificant. The gas temperature in the channel, T~3,000-4,000 K, is not high enough
to stimulate substantial thermal dissociation of N,, while fast N, V-T relaxation on K atoms and
quite slow expansion prevented freezing of N, vibrations. Again, the effective reduced electric
field was low, (E/N).g=10"7 Vxcm?, so that T, =T in the channel. The experiments also show that
the boundary layers in the channel overlap (Ref, 39) so one has a fully developed channel flow.
Indeed, the estimate of Equations (B.2- 34) gives the ratio of the boundary layer thickness to the
channel half-width, 8/r=1, already at x/L=0.5 (Re,=6x10°). This results in significant power loss
due to heat transfer and wall friction. Experiments (Ref. 39) and present calculations show that
in the fully powered accelerator (at maximum power loading of 375 kW) as much as 30% of the
initial flow power of 640 kW is lost in heat transfer. Both measured and calculated total enthalpy
increase for the fully powered accelerator is approximately 25%, from 7.6 to 9.5 MJ/kg.

In both series of calculations, the agreement with the experiments is quite good. However, we

note that additional model validation is desirable, specifically for MHD flows where the flow is
far from thermal and ionization equilibrium.
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Figure B.2- 3. Experimental and calculated temperature and velocity axial profiles for the
AEDC K-seeded accelerator.
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Figure B.2- 4. Experimental and calculated exit temperature and velocity for the AEDC K-
seeded accelerator.
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B.2.3 Results and Discussion

We applied the kinetic model described and validated in Section B.2.2 for modeling of both
alkali-seeded and unseeded airflows in MHD accelerators in a wide range of plenum conditions
and for various nozzle geometries. The main objective was to determine the feasibility and
efficiency of using the MHD technology for the high Mach number energy addition wind tunnel.
All subsequent calculations are made for the nozzle throat cross-section area F,,, =4 cm®and
ideal Faraday accelerator [E,=B(E,-uB,), j,=0 throughout the channel] with the magnetic field in
the channel B,=10 T. The secondary expansion duct was assumed to be 2 m long with the exit
area of 9 m’.

B.2.3.1 Unseeded Flows

The first series of runs was made for the N,:0,=78:22 air for the plenum temperatures Ty=3,000-
6,000 K and plenum pressures P,=10-1,000 atm. The MHD channel length was L=30 cm, with
the entrance cross-section area F,=8 cm?, and the area ratio F /F =2 (geometry similar to the
MHD channel used in References 41 and 42. In all calculated cases, the Mach number at the
MHD channel entrance was M=2, and the channel entrance pressure was approximately 10% of
the plenum pressure (1, 10, and 100 atm, respectively). Constant loading parameter K=E /uB,=2
was assumed. Ionization in the MHD channel was sustained by a relativistic e-beam. The e-
beam loading per molecule D was in the range 0.0-1.0 keV/mol/s and was assumed to be
constant.

Figures B.2- 5 and B.2- 6 summarize the obtained results. F igures B.2- 5 shows the total
enthalpy of the flow, H, as a function of the flow entropy, S, for the beam load D=1.0 keV/mol/s.
The exceptions are Runs #6 and #3 for which the beam load was taken to be D=0.3 and 0.1
keV/mol/s, respectively, to avoid thermal instability. One can see that the total enthalpy increase
is very small unless the plenum pressure is low. Note that all runs with D=0 did not show any
enthalpy increase since the thermal ionization of air at these plenum temperatures is too small.
Figure B.2- 6 gives the ratio of the total enthalpy increase, AH, to the initial enthalpy, H,, and
also the ratio of the absorbed e-beam power to the enthalpy increase AE, ., /AH (beam efficiency)
for T;=3,000 K. As one can see, only for the plenum pressure of P;=10 atm (channel pressure < 1
atm), does the nonequilibrium ionization sustained by the e-beam provide substantial flow power
increase at reasonable efficiency (AH/H,=0.5-2 and AE,../AH=0.03-0.05). At higher plenum
pressures, the power increase does not exceed 10-20% of the initial flow power (AH/H,<0.2), and
it is mainly due to the e-beam stimulated gas heating in recombination processes (AE,.,./AH=0.6-
1.0). The reason is that at the high number densities, the recombination and electron attachment
rates are so fast that the ionization fraction sustained by the beam in the MHD channel becomes
far too low to produce a noticeable Lorentz force. For example, for the same beam load of 0.3
keV/mol/s, the ionization fraction in the channel is ~107 at the channel pressure of 1 atm, ~10
at 10 atm, and ~107 at 100 atm. Since the total power addition in the full-scale high-pressure
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wind tunnel facility has to be AH~1 GW and at the high channel pressure conditions,
AE,.,/AH~1, this would require the use of about a 1-GW e-beam (in a very inefficient way). Let
us emphasize that the low efficiency of this method at high pressures is primarily due to the high
rate of electron loss (recombination and attachment), which is independent of the particular
method of nonequilibrium ionization. Since the high-energy e-beam is one of the most efficient
jonization sources available (see Section B.2.2.2), the use of any other method of external
ionization in the high-pressure MHD channels (P>1 atm) is also not feasible.

The only conceivable way of efficient use of e-beams (or any other ionization source) in high
plenum pressure flows appears to be expanding the flow down to the low pressures prior to
creating nonequilibrium ionization. We considered the feasibility of this mode of operation in
the second series of calculations made for T,=3,000-6,000 K, P,= 1,000 atm, and the beam load
D=1 keV/mol/s. The MHD channel length was again L=30 cm, with the entrance cross-section
area F;=170 cm’, the area ratio F,/F;=2.35 and K=2=const. The channel entrance Mach number
now was M=5, and the channel pressure was approximately 1 atm. The results shown in Figure
B.2- 7 demonstrate a considerable total enthalpy rise (up to 70%) and reasonable beam efficiency
(5-10%) for the high plenum and channel temperatures. Higher temperature in the channel leads
to (a) partial compensation of electron attachment by thermal detachment from the negative ions,
and (b) slower recombination rates at the Jower number density.

It is easy to see that the slope of the H(S) curves on the Mollier charts (Figs. B.2- 4 and B.2- 6) is

. _ 2n?
g @ Qe o JE g oKK-DwB, K
dS dthermaI J: E—u -OX B) G(K _1) u Bz K —1

T  (B.2-40)

the steepest slope dH/dS corresponding to the highest value of T,,,. Reducing the loading
parameter would not increase tan () since it would reduce the total power added to the flow
proportional to K (K-1) [see Equation (B.2- 40)] and inhibit the Joule heating, which would
result in further reduction of T,

The third series of calculations for the full-scale accelerator was made for T,=5,000 K, P,= 1,000
atm, mass flow rate G=17.4 kg/s, and beam loads 0.0-2.0 keV/mol/s. The MHD channel length
now was L=140 cm, with the entrance cross-section area F,=200 cm?, and the area ratio
F,/F,=1.65 (channel entrance Mach number M=>5, channel pressure P=1-2 atm). To prevent the
large-scale thermal instability (see Section B.2.3.3) leading to excessive gas heating in the
channel and increasing chemical dissociation, the loading parameter at high temperatures was
reduced:

K =15T <2,500K

B.2-41
K=1.0+0.5-(T/2,500),T 2 2,500K ( )
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Figure B.2- 5. Total enthalpy vs. entropy diagram Jor the MHD-augmented unseeded air
Slows, ionized by a high-energy e-beam (D,,,, =1 ke Vimolss):
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Figure B.2- 6. Total enthalpy increase AH/H, and beam efficiency AE,,,./AH for the MHD-

augmented unseeded air flows at T,=3,000 K: 1,1 - P=10atm, 2,2 - P,~=100 atm, 3,3 -
P;=1,000 atm.
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Figure B.2- 7. Total enthalpy vs. entropy diagram for the high plenum pressure (P,=1,000
atm) MHD-augmented unseeded airflows, ionized by a high-energy e-beam (D,,,,=1
keV/mol/s). The flow is expanded to P~1 atm before entering the MHD channel.

The results of calculations are shown in Figures B.2- 8 through B.2- 11. Figure B.2- 8 presents
the obtained H(S) curves, plotted together with the target values for transatmospheric vehicle
(TAV) trajectory (“flight envelope”). One can see that although the total enthalpy of the flow
increases 1.5-2.5 times, the flow entropy is considerably larger than the target values. The main
reason for that, as discussed above, is the low MHD channel entrance temperature [see Figure
B.2- 9 and Equation (B.2- 40)]. Therefore, while the calculated Mach numbers in the MHD-
augmented flow are close to the target values and conditions, the flow pressure is more than an
order of magnitude lower than the pressure behind the bowshock (see Table B.2- 1).

Table B.2- 1. Unseeded air MHD accelerator performance.

Left and central sub-columns-target values for P,,=2,000 and 1,000 Ibf/ft’, respectively, right
subcolumn — present calculations.

Case H, MJ/kg S/R U, km/s M

1 72 |10 6.9 279 286 [289 [3.76 |[364 |3.60 |94 9.0 89

2 116 1110 | 114 |287 |293 [321 [478 |458 |460 [109 |104 |104

3 136 1146 1145 |290 |299 |335 |516 [531 |515 |[114 (113 109

4 158 1160 |172 |293 |302 |348 [558 [571 |549 |[11.8 |[11.8 | 109

Case P,mbar Yo,%0 YNO.% | Ty(N2) kesl/’:nmc;l/s Ai"{'{,‘" AH, MW
1 4111 214} 128 04 7.0 1,574 0.0 0.0 0
2 35.7 18.5 2.0 1.5 6.2 2,776 03 6.5 77
3 344 | 172 1.3 5.6 6.2 2,857 1.0 21 130
4 33.1 16.1 1.3 14.7 6.2 2,455 2.0 41 176

B.2-20




Total enthalphy, H/RT,.

350 "
] === Pen=1000 Ib/ft?
i Pan=2000 Ib/ft
300 - ’ GE
;!
250 il
i Dren=2 keV/mol/s
200 ~ '
] {1
150 3 i ,’ Dyen=1 keV/mol/s
; F Dieun=0.3 keV/mol/s
100
] /) Dua=0
50 A S
B ’/ /
0 3=

77—
24 26 28 30 32 34 36 38 40
Entropy, S/R

Figure B.2- 8. Total enthalpy vs. entropy diagram for the full-scale unseeded air MHD
accelerator with external ionization by an e-beam. P,=1,000 atm, T, 0=3,000 K, L=140 cm,
F/F=1.65. Dashed lines - TAV flight envelope. Also shown H(S) for the GE reflected shock
unseeded air accelerator.

Note that raising the beam load increases recombination losses (the ratio AE,,, . /AH, see Table
B.2- 1). In particular, this makes greater the average loading parameter, K, defined as the ratio
of the total power going into internal degrees of freedom to the total power into kinetic energy.
For this reason, the slope dH/dS actually decreases with the beam load despite the fact the T,
becomes higher (see Figures B.2- 8 and B.2- 9).

The calculated transverse current density in the channel did not exceed j,=10 A/cm’. Both Joule
heating and e-beam electron impact induce chemical reactions in the channel, such as
dissociation of O,, which raises the O atom fraction in the test section (see Figure B.2- 10). Note
that at the same time the exit NO concentration changes very weakly (see Figure B.2- 10, Table
B.2-1). This type of behavior simply reflects the dependence of equilibrium concentration of
these species on temperature at P=1 atm at the channel exit that was verified by comparing the
results with the equilibrium chemical composition data. Higher-than-equilibrium O and NO exit
fractions at D,,,,,=0 (see Table B.2- 1) are due to their considerable initial concentrations in high
temperature plenum. Figure B.2- 11 also shows that the flow becomes close to the vibrational
equilibrium toward the end of the channel. However, one can see from Table B.2- 1 and Figures
B.2- 10 and B.2- 11, the flow in the test section is far from being at equilibrium, both molecular
vibrations and chemical composition being frozen in the rapid expansion that occurs at low
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Fig. B.2- 8 for different beam loads.
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pressure and temperature. This effect can be somewhat reduced a) if the energy is added at the
high pressure (which in this case is not feasible) so the relaxation in the secondary expansion
becomes faster or b) slower expansion is used.

Finally, Table B.2- 1 shows that one would need a tens of MW ionization source to operate the
full-scale facility at the channel pressure of about 1 atm. The beam efficiency can be improved
by further reducing the channel pressure; however, this would lead to an even greater flow
entropy rise because of the lower channel entrance temperature, according to Equation (B.2- 40).
The e-beam load, D, can be simply related to the beam current density, jye.,, and the energy of
the beam electrons, &,,,, that determines the penetration length:

(&peam /300) %

[=05-
(p/1.2)

(B.2- 42)

where lisinm, &,,, isinkeV, and p is in kg/m® (Ref. 21). For the conditions of Table B.2- 1,
keeping in mind that 1=2r=0.2 m and the absorbed beam power AE, .., =eDNx(LI®) =j,a Spean
x(Ll), one has g,.,,~30 keV and for D=1 keV/mol/s:

_ eDNI

beam =

=0.34/cm? (B.2- 43)

beam

B.2.3.2 Seeded Flows

The first series of runs was made for K-seeded (at 1%) air for the plenum temperatures T,=3,000-
6,000 K and pressures P,=10-1,000 atm. The MHD channel length was L=30 c¢m, with the
entrance cross-section area F,=8 cm’, and the area ratio F,/F,=2-25. Again, in all calculated
cases, the channel entrance Mach number was M=2, and the channel entrance pressure was about
10% of the plenum pressure. Some of the results are shown in Figure B.2- 12. All runs for
T;=3,000 K did not show any flow acceleration due to MHD augmentation since the thermal
electric conductivity of the mixture was too low (see Figure B.2- 12). Calculations for T,=4,500
K demonstrated noticeable total enthalpy rise, AH, only for the plenum pressures of P;=100 atm
and lower (see Figure B.2- 12). One can see that AH also increases with the channel area ratio
that results in the lower channel pressure. This is understandable since the term describing the
flow acceleration in the motion equation is inversely proportional to the gas density [see
Equations (B.2- 1) and (B.2- 2)]:

du_J,B. _o(MuB (K -1)

(B.2- 44)
a  p p
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where o(T) is proportional to the ionization fraction ¢.=n/N [see Equations (B.2- 32) and

(B.2- 34)]. Thus, to produce the same acceleration at the higher pressure, higher ionization
fraction (and therefore higher plenum temperature) is needed. Finally, substantial acceleration
for P,=1,000 atm was obtained only at the highest plenum temperature considered, (T;=6,000 K),
also for the large area ratio F,/F,=9-25 (see Figure B.2- 12). One can see that the seeded MHD
accelerator for the wind tunnel, which requires plenum pressures of the order of 1,000 atm (see
Table B.2- 1) should also operate at high plenum temperatures of T,~6,000 K. This limit can be
somewhat lowered if a seed with lower ionization potential, (e.g. Cs) is used. Large operating
area ratios F,/F~25 are also preferable.

Temperatures (K
Gas velocity (m/s)

6000 1 Diem=1 keV/mol/s

0 T A L L T |l M T A T M
0 50 100 150 200 250 300 350
X, cIn

Figure B.2- 11. Axial profiles of the translational temperature, vibrational temperature of N,,
and electron temperature for the accelerator of Fig. B.2- 8 for D,,,,~1 keV/mols.

The second series of runs was carried out for the full-scale Cs-seeded (at 0.5%) air accelerator for
plenum conditions T,=5,000 K and P,= 1,000 atm (mass flow rate G=17.4 kg/s). The MHD
channel length was L=140 cm with the entrance cross-section area F,=8 cm?, and the area ratio
F,/F,=36 (channel entrance Mach number M=2, entrance pressure P=120 atm). The loading
parameter was again limited to prevent the developing of the thermal instability (see Section
B.2.3.3) and the current density becoming too high:

K =10+ 22 (B.2- 45)
ouB
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Figure B.2- 12. Total enthalpy vs. entropy diagram Jor the MHD-augmented K-seeded (at 1%)
air flows.

The calculated H(S) curves are shown in Figure B.2- 13 for different values of Jymaxs Plotted
together with the target TAV traj ectory data. One can see that at these conditions the total
enthalpy can be increased up to 5 times if the maximum current density does not exceed
Jymax=100 A/cm?, while the flow entropy rise is considerably less than for the unseeded flows
discussed in Section B.2.3.1 (see F igure B.2- 8). Although the flow entropy is still somewhat
greater than the target value (see Figure B.2- 13), the seeded accelerator performance is clearly
much better. NO and O fractions in the test section are much less than in the unseeded
accelerator at comparable total enthalpy (Table B.2- 1, Table B.2- 2). Also, the calculated flow
pressure is now only 1.5-4 times less than the pressure behind the bowshock (see Table B.2- 2).

Table B.2- 2. Cs-seeded air MHD accelerator performance.

Left and central subcolumns — target values for p,,=2,000 and 1,000 Ibf/ft?, respectively, right
subcolumn - present calculations.

Case H, MJ/kg S/R u,km/s M
1 7.2 7.0 6.7 279 28.6 28.3 3.76 3.64 3.53 9.4 9.0 9.1
2 [36| 146 141] 2901 259| 308 5.06| 531 5.44] 114 Ti3 T 113
3 18.4 194 19.7 29.6 304 314 6.02 6.14 6.07 123 12.2 12.3
4 24.8 25.7 25.2 30.2 31.0 31.9 6.99 7.07 6.88 13.1 13.0 13.1
5 33.2 33.8 33.9 30.9 31.6 325 8.08 8.12 7.98 13.9 13.8 13.7

Case P, mbar Yess 70 Yoo 0 Yo Yo T,(N,) J masA/Cm?
I 411 214 145 0.5 0.01 45 1,992 0
2 344 17.2 39 0.5 0.6 4.3 2,630 30
3 32.1 16.1 54 0.5 1.6 4.1 2,829 50
4 304 15.3 6.3 0.5 29 42 2,944 70
5 291 147] 96 0.5 5.1 49 3,078 100
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The latter result is in agreement with the criterion of Equation (B.2- 40). First, the average
channel temperature in the seeded MHD accelerator is generally higher than in the e-beam
controlled channel, even though it is being controlled to reduce chemical dissociation (see
Figures B.2- 8 and B.2- 15). Second, the average loading parameter in these runs is considerably
lower (K,,=1.1-1.3 vs. K, =1 6-1.8 for the unseeded runs); therefore, the greater part of the
input power goes directly into the flow kinetic energy and does not contribute to the entropy rise.
One can see from Figure B.2- 14 that the efficiency of the first half of the channel is less than
that of the second (dw/dx is lower) due to the higher gas density near the channel entrance [see
Equation (B.2- 44)]. The flow in the channel is very close to the thermochemical equilibrium,
(e.g., see Figure B.2- 16), which is also confirmed by the equilibrium chemical composition
calculations. However, freezing of molecular vibrations (despite the fast V-T relaxation of N, on
Cs and O, atoms) and of chemical composition of the mixture in the test area is still well
pronounced (see Figures B.2- 15 and B.2- 16).

The boundary layer growth in the channel is quite significant. The estimate of Equation

(B.2- 38) gives 8/r~0.25 at x/L=1 (Re,=107). The calculated heat transfer losses, although quite
large, did not exceed 15% of the initial flow power. However, the calculated local wall heat
fluxes in the channel reach 10-20kW/cm? for j,,,=100 A/cm’, which may severely limit the
operation time.

Total enthalphy, H/RTre

450 - -
J - — — Pan=1000 lb/ft]
400 4 7T Pam=2000 l,b/.ﬁ' jymes=100 A/cm®
] !
350 4 !
3 !
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250 3 ! .
] Jrmaa=50 A/cm
200 3
5 Jmez=30 A/cm®
150 3 Som
100 3
3 AEDC
50 4 "/ 4

Entropy. S/R

Figure B.2- 13. Total enthalpy vs. entropy diagram for the full-scale Cs-seeded (at 0.5%) air
MHD. P,=1,000 atm, T,~5,000 K, L=140 cm, F,/F=1.65. Dashed lines - TAV flight envelope.
Also shown H(S) for the AEDC K-seeded (at 1.5%) accelerator.
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Figure B.2- 14. Axial temperature and velocity profiles for the accelerator of Fi ig. B.2- 13 for
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Figure B.2- 15. Axial profiles of pressure and species mole fractions for the accelerator of
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Figure B.2- 16. Axial profiles of the translational temperature, vibrational temperature of N,
and electron temperature for the accelerator of Fig. B.2- 13 for j,,,;=100 Alent.

B.2.3.3 Flow Stability

Calculated effective reduced electric field values [see Equation (B.2- 39)] are quite low for all
calculated regimes, typically (E/N).; <0.5x10™'® Vxcm? for unseeded flows and

(E/N)¢ <1.0x10™"7 Vxcm? for the alkali-seeded flows. Analysis of the results shows that in both
cases nonequilibrium ionization by the slow plasma electrons is negligibly small. For this
reason, thermal instability (Ref. 37) and breakdown due to the field-stimulated nonequilibrium
ionization in the core flow are extremely unlikely. However, thermal instability due to the Joule
heating might still develop. Using the linear stability analysis (Ref. 37), one can obtain
expression for the large-scale instability increment:

Q_K—Iy—lijy (élnne l) 2u

LA B.2- 46
XK 7 P \oll 2/ L ( )

The last term in Equation (B.2- 46) is the reciprocal characteristic time of gas cooling. In high-
pressure flows where the convective cooling is dominant, it is simply proportional to the channel
residence time L/u. Combining Equation (B.2- 46) with the expression for the quasi-steady-state
electron density:

Sbeam = krecng + kau N, Nz (B2' 47)
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for the e-beam-sustained discharge (note that S, (1/cm*/s)~N and K...~T°); or with the Saha
equation:

3 -
ne. = const -nsléid -TA exp (_ Eion/ ZT) (B.2-48)

for the thermal ionization, one obtains the thresholds of the large-scale thermal instability. For
the MHD channel with external ionization by an e-beam one has:

K y

Ed
K-1y-1E,

j,<a (B.2- 49)

M~ =

where a=8 and a=4/3 for the recombination and attachment controlled discharges, respectively.
The first regime is realized only at high jonization fractions ¢.~10" and higher, when
Kee:n>>k, N’ in Equation (B.2- 47) (in air, k~10® cm®/s, k,~10 cm®/s?), or high temperatures
T=23,000 K when thermal detachment from the negative ions compensate electron attachment.
For the channel with equilibrium ionization one has:

LKy Pu
7723 Ep K—1y-1E, L (B.2- 50)

8 4T

The equilibrium flow is less stable than the flow controlled by the external ionization: for
E;./T~10-15, typical for the seeded MHD flows, one has (3/8+E,,/4T)'=0.2-0.4. The criteria of
Equations (B.2- 49) and (B.2- 50) applied to the full-scale accelerators simulated in Sections 3.1
(K=1.6-1.8) and 3.2 (K=1.1-1.3), predict stable flow at j,<8-10 A/cm’ and j,<40-100 A/cm?,
respectively, depending on the loading parameter K. One can see that in both cases the channels
operate on the verge of stability that was actually observed in the calculations. This was the
primary reason for the limiting of the loading parameter for both accelerators [see Equations
(B.2- 41) and (B.2- 45)]. The criteria (Refs. 49, 50) used for the estimate of the flow stability in
experimental MHD accelerators (Refs. 39, 41) predict stable core flow at J,5120 A/em? for the
unseeded GE accelerator and at j,<15 A/cm’ for the K-seeded AEDC accelerator. In these
experiments, where the stable core flow was indeed observed, the current densities did not
exceed 20 A/cm’ and 15 A/ecm?, respectively.

Note that this 1-D core flow stability analysis cannot be applied to the boundary layer, and it also
does not account for the spoke instability that occurs in the nonuniform flows with large Hall
parameters (Ref. 43).

The possibility of arcing in the boundary layer appears to be very high for two reasons. First,
electric field in the sheath regions near the electrodes is much higher than in the core flow due to
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the voltage drop across the sheath (Ref. 37), which leads to the electron heating by the field and
may result in a breakdown and arc formation between the adjacent electrodes. Second, core flow
Faraday mode conditions E,=B(E,-uB,), j,=0, assumed in these calculations, will no longer hold
in the boundary layer, which would result in the Hall current, j,, flowing between the adjacent
electrodes. This current can be very large because of the high recovery temperature in the
boundary layer and high scalar electric conductivity ¢ (in fact, the seed could be completely
ionized). Both these effects would short-circuit the segmented electrodes along each wall;
therefore, in the worst possible case in which the accelerator would run in a continuous electrode
mode E =0, 6.4=c/(1+p?) (see Equation 31). The effective electric conductivity in the full-scale
accelerator calculations, where p_, ~5-10, would therefore be reduced by 1-2 orders of
magnitude, making the accelerator performance much worse. These simple arguments are
consistent with the experimental observations made on the GE unseeded MHD accelerator

(Ref. 41) where the diffuse discharge in the core flow and arcing between each pair of electrodes
on the same wall was observed in the high-pressure MHD channel at P=10-30 atm and (E/N).4
~10"7 Vxcm?. Severe electrode erosion due to arcing was also found.

The spoke instability results from increasingly small flow nonuniformities at the higher values of
the Hall parameter, B, (the threshold nonuniformity scale is Ac/c~1/ B?), for example near the
segmented electrodes. It can be analyzed using a 2-D linear stability model that must incorporate
electric field perturbations and Maxwell equations (Ref. 43).

The quasi-1-D approach used in the present study, where the electric and magnetic field axial
profiles are assumed given (see Section B.2.2.1), does not allow determining whether these
distributions are consistent with the boundary layer effects or whether they can be operated at the
stable conditions. At the same time, we believe these issues are of utmost importance for MHD
channel performance. A time-dependent 2-D model, where the coupled flow equations, chemical
kinetics equations, Maxwell equations for the fields distributions, and Boltzmann equation are
solved, is required to address this problem, which is beyond the scope of this study.

B.2.3.4 Comparison with the Thermal Energy Addition Methods

If all the energy added to the flow goes into internal degrees of freedom by pure heating,
Equation (B.2- 40) simplifies:

ang=E _1 (B.2- 51)
ds

We estimate the average energy addition temperature for this pure heating, assuming the initial
and the final flow conditions are the same as in Case #5 of Table B.2- 2 (AH=27.2 MJ/kg,
AS=1.18 kJ/kg/K, see Table B.2- 2). Equation (B.2- 51) gives T,,,=23,000 K, while the average
temperature for the MHD energy addition process is just about 3,000 K (see Figure B.2- 14).
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This remarkable difference is due to the fact that most of the field power in the MHD channel
goes directly into the flow kinetic energy (K,,.=1.2 for Case #5). Let us also estimate T, . for

avg— avg

pure heating from plenum conditions T,=2,000 K and P,=10,000 atm to the conditions of Case
#5, assuming that caloric equation of state (Refs. 30, 3 1) is still valid at these pressures. One
obtains AH=31.9 MJ/kg and AS=3.15 kJ/kg/K, giving T,,.=10,000 K (Tene=8,000 K for T,=1,000

avg—

K). For the more modest conditions of Case #2, T =4,500 and 3,800 K and for T,=2,000 and

avg—

1,000 K, respectively. Note the gas temperature prior to energy addition is considerably lower
than T,,,. This means that any attempt of reaching the test section Mach number higher than
M~11-12 by means of thermal energy addition to the high-pressure air flow would require
heating the gas to prohibitively high temperatures, thereby inducing considerable chemical
contamination of the flow.

B.2.4 Summary

The results of the modeling calculations based on the quasi-1-D kinetic model described and
validated in Section B.2.2 allow making the following conclusions:

1.

The use of high-energy e-beams (or any other external ionization source) to sustain
nonequilibrium ionization in high-pressure MHD channels is not feasible due to the fast
electron loss in recombination and attachment processes. In the high plenum pressure
(Py~1000 atm) flows, e-beams can be efficiently applied to create nonequilibrium
ionization only after the flow is expanded to the low pressures P<1 atm.

In the latter mode of operation, nonequilibrium ionization sustained by an e-beam allows
considerable increase of the total enthalpy of the flow (1.5-2.5 times, M~11 in the test
section) due to MHD augmentation. However, in this case the static pressures in the test
section are more than an order of magnitude lower than required by the TAV flight
envelope.

The test section flow quality is rather poor and gets steadily worse with the increase of
the total enthalpy due to both e-beam-initiated dissociation and thermal chemical
reactions.

The high plenum pressure (P,~1,000 atm) alkali-seeded flows, which also require high
plenum temperatures (T,>5,000-6,000 K), look more promising for the wind tunnel
application. Calculations for Cs-seeded flows predict up to 5 times total enthalpy
increase (test section Mach number M~14). Predicted test section static pressures are
also closer to the reference values (although they are still 1.5-4 times lower). The
calculated O, atom and NO concentrations in the test section are considerably lower than
for the unseeded flows.

These predicted test section flow parameters can be obtained in a flow stable with respect
to large-scale thermal instability.
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6. Simple thermodynamic analysis shows the advantage of adding energy to the flow by
means of a body force over the purely thermal energy addition.

A 2-D time-dependent kinetic model including Maxwell equations is necessary to study the
sheath and boundary layer effects as well as to get a better insight into the flow stability.
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B.3 OHIO STATE UNIVERSITY TWO-DIMENSIONAL MHD CODE

An accelerator code previously developed at OSU was modified to develop a computational tool
that might be used to compare MHD shock tube experimental data taken at NASA Ames on a
small diameter tube. The hardware experiments are reported in Appendix A, and the code
development and comparison is reported in the following section of this appendix.

B.3.1 Overview

Reacting plasma flows occur in a wide variety of discharges. The characteristics of such
discharges vary widely depending on operating conditions, geometry, and the characteristics of
the gaseous medium. The experiments conducted by the NASA Ames researchers underscore
the need for a simulation model that enables theoretical investigation of gaseous discharges in
high-speed flows. A detailed simulation mode] allows the relative importance of various
phenomena to be assessed for a given discharge configuration. It has the added quality of
predicting parameters of interest that cannot be obtained experimentally. The research described
below was conducted by the OSU computational plasma physics group and was primarily
directed toward developing high-performance simulation tools to understand the physics of
gaseous discharges occurring in high-speed reacting plasma flows. This research, including the
code validation efforts, is further described in Sections B.3.2 through B.3.4

The OSU 2-D reacting plasma flow code has been developed over a period of several years by
the computational plasma physics group at OSU. This code solves the unsteady, compressible,
Navier-Stokes equations coupled with an energy equation and a set of species equations
describing the chemical kinetics. The unsteady equations describing flow, chemical kinetics, and
electromagnetics are solved in a fully coupled manner. This enables transient as well as steady-
state solutions to be obtained for a wide variety of flows, both subsonic and supersonic. The
experiments conducted at NASA Ames involve unsteady, supersonic MHD flows with
considerable air plasma chemistry. The OSU code was selected for simulating the Ames
experiments because it has excellent capabilities in terms of being able to capture both the high-
speed gas dynamics and the chemical kinetics in time-dependent multidimensional flows. Prior
to the MSE subcontract, the numerical algorithm and code had undergone several validation
exercises, as explained in Section B.3.3.1 through B.3.3.3. The 2-D code developed at OSU was
an ideal choice to model the complex interactions between electromagnetics, flow, and chemical
reactions taking place in the shock tube experiments conducted at NASA Ames. Finally, the
time-dependent capability of the code lends itself naturally to the simulation of the highly
unsteady flows characteristic of impulse facilities. For these reasons, it was selected over other
candidate codes as a starting point for the developmental efforts described below.

The OSU computational plasma physics group, under subcontract to MSE, conducted the

research described in this section. The primary tasks defined in the subcontract are described
below.
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1. Generalize and extend the OSU 2-D unsteady reacting flow code to study the
chemical kinetics of air and ‘pseudo-air’ plasmas in high-speed flows. This required
the chemical rate database be upgraded to include rate data for the N,O + N, reaction
products (“simulated air”) used in the NASA Ames test program.

2. Modify modules of the code to study the interaction of applied electric and magnetic
fields with the charged species. This task required the modification of the Poisson
solver developed earlier to accommodate the effects of an applied magnetic field as
well as the tensorial constitutive relationship between current density and electric
field (Generalized Ohm’s Law). The derivation of the governing partial differential
equation for the electric potential is given in Section B.3.2 below.

3. Modify the existing geometry to permit computations in rectangular ducts. The
original code was restricted to axisymmetric geometries.

4. Upgrade the numerical algorithms. This involved the use of efficient block-
tridiagonal matrix solvers for all of the high-level solution algorithms.

5. Validate the code against experimental data, especially data taken from the NASA
Ames test program discussed in Section A.2.

The ultimate objectives of this work were to apply the upgraded code to simulate the NASA
Ames testing scenario, to use the code as an investigative tool to aid in the interpretation of the
test data, and to apply this validated code to realistic MHD accelerator problems.

As discussed in subsequent sections, Tasks 1 through 4 were fully accomplished. Task 5 was
partially accomplished. A thorough analysis of the NASA Ames data was accomplished through
the use of both the OSU 2-D code and the OSU 1-D nonequilibrium code described in Section
B.2. However, in using the 2-D code, it was found that grid resolution and computer run time
became significant problems largely due to the fact that very strong shocks were present in the
NASA Ames experiments. The shock Mach numbers were as high as 10 - 12 in some cases, and
the pressure ratios across the shock were as high as 350. Resolving the shock region adequately
required the use of an extremely fine grid, which greatly increased the computing time. It should
be noted that in its present form, the OSU code requires a uniform grid; therefore, if one refines
the grid to accommodate a shock layer, the grid must be refined to the same level everywhere
else.

Lack of knowledge of conditions upstream of the shock presented another source of difficulty in
conducting the 2-D simulations. The computation appeared to be quite sensitive to the precise
values of the input parameters (pressure, temperature, velocity) specified at the inlet to the
skimmer tube. Incorrect specification of such parameters led to numerical difficulties or
erroneous results. To resolve these issues, attempts were made to model the propagating shock
in N, without chemical reactions. The conditions in these simulations were specified to be the
same as in the NASA Ames experiments. This was performed as a test case solely for the
purpose of investigating the fundamental convergence problems. In this mode it was possible to
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reduce computing time and circumvent numerical problems arising due to stiffness of chemical
reactions. Several simulations were conducted to study the effects of different inlet boundary
conditions on numerical stability and the results of the simulations. The experience gained in
implementing and running the modified code under the NASA Ames test conditions, as well as a
discussion of the numerical results, is described in Section B. 3. 4. The evaluation of the NASA
Ames experiments, including both the 1-D and 2-D modeling efforts, is described in Section B.
3.4.4. and Section B.3.4.5.

B.3.2 Model Description

B.3.2.1 Overview of the OSU 2-D Time-Dependent Nonequilibrium Code

For present purposes, a continuum description is assumed to hold. This allows the plasma to be
treated as a conducting fluid. This approximation is valid in the reacting plasma flows studied in
this work since the mean-free paths are much less than any length scale of interest. The
governing equations are essentially the compressible Navier-Stokes equations supplemented by
species continuity equations and Maxwell’s equations. A complete description of these flowing
plasmas requires a coupling between the flow, chemical kinetics, and electromagnetics. The
resulting set of governing equations describes the close interaction between several physical and
chemical processes. In addition to the governing equations, appropriate initial and boundary
conditions, transport properties, and rate coefficients are needed to complete the theoretical
formulation of the problem. Solving this set of equations is a computationally intensive task that
challenges the best numerical algorithms and available hardware. Variable properties, presence
of jxB body forces, ohmic heating, species diffusion, and chemical reactions with ionization/
recombination processes render this system of equations extremely nonlinear and stiff, which
makes them difficult to solve.

As noted in Section B.3.1, an objective of the present research was to enhance the existing 2-D
unsteady, gas dynamics code to enable accurate computer simulations of the experiments
conducted at NASA Ames. Therefore, several upgrades were developed and implemented in the
code, as directed in the MSE/OSU statement of work (SOW).

Task 1 required additional rate data be added to simulate the working gas used by the NASA
Ames researchers. The gas consists of a mixture of N,O and N, in molar ratios that will yield N,-
to- O, ratios equivalent to that of air when the N,O dissociates. Rate data for N,O and associated
reaction products were added to the chemical kinetics database in the code.

In Task 2, two independent electromagnetic routines to evaluate the electric potential both with
and without the presence of an applied magnetic field were developed. This approach proved
useful in simulating the NASA Ames experiments in which there was no magnetic field. Use of
a special, potential solving algorithm for the case of zero magnetic field accelerated the solution
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process significantly by eliminating calls to subroutines, which would return a value of zero in
any case.

In Task 3, the axisymmetric code was modified to solve the governing equations in Cartesian
coordinates (Ref. 1).

Task 4 involved the implementation of high-level block tridiagonal solvers for the solution
algorithms. This is further described in Section B.3.2.3.

Task 5 specified the modified 2-D code be used to analyze the results of the NASA Ames tests.
These tests are described in great detail in Section A.2. Because of certain convergence
difficulties associated with the fact that very strong shocks were present in the NASA Ames
experiments, the application of this code to interpret these tests was supplemented by the use of
the OSU 1-D nonequilibrium code. The results of the investigations are described in Section
B.3.4.

In implementing these code upgrades, the algorithm computing the vibrational kinetics was
developed separately from the algorithm computing the chemical reactions for the air (or
simulated air) species. This approach allowed evaluation of the computing time required for
incorporating vibrational nonequilibrium in a molecular discharge. This development strategy
also permits independent testing of the codes and thus enhances code reliability. The two
separate modules can be combined to obtain a code capable of simultaneously studying
vibrational nonequilibrium and chemical reactions in air plasmas. These modifications have thus
laid the foundation to study chemical reactions and internal mode disequilibrium (vibrational
modes) in high-speed air plasmas in some detail.

B.3.2.2 Governing Equations

The governing equations consist of the unsteady equations describing overall conservation of
mass, two components of momentum, energy, and individual species. These equations are
solved in conjunction with the electric potential equation (derived below from Maxwell's
Equations). Constitutive equations (such as the generalized Ohm’s Law, the equation relating
pressure, temperature, and density, and the kinetic rate data) are also required. The species
conservation equations given in this section include effects of chemical kinetics only." Since the
gaseous medium in the NASA Ames experiment consists of a mixture of N,O and N, (to
reproduce the same composition as air for the postshock conditions), the following species are
modeled because they are the most important. The relative importance of the various neutral and
jonic species was obtained by equilibrium calculations performed at the operating conditions of
temperature and pressure in the NASA Ames experiment. On the basis of these calculations, the

' Internal mode disequilibrium was not included in this model used to validate NASA Ames
experiments.
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following species are included in this work for detailed study: N,, O0,,N, O, NO, NO*, N,O, NO,
and electrons.

N,+M & N+ M

0, +M & 0+0+M
NO+M <o N+O+M
N, + 0O & NO+ O

0O, +N & NO+O
NO, + Mo NO+ O+ M
N, O+ M e N,+0+M
N+ O << NO* + e

In the above reactions, M denotes any of the possible heavy particle species, hence, 48 chemical
reactions are being modeled in the set of governing equations.

The set of governing partial differential equations is given below. The continuity equation is
given by:

ép & i
- —_ =0 3=
P s 5y(pv) (B.3-1)

Conservation of momentum in the x — direction (streamwise direction) is:
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Conservation of momentum in the y — direction (transverse direction) is:
J J 2y & o 7 ov 2 -
— (v )+ — +t—\uv)=- —+ 1 2n— _“pVi
5t(p) a"y(pv) é’x(p ) oy ér[ na”y 377 J
(B.3-3)

B.3-5



Conservation of energy for the total internal energy per unit volume:
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where et = e+ p(u2 +v? )/ 2 is the total internal energy per unit volume:
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and f; is the number of degrees of freedom in rotation for a molecule.

The species continuity equations are:
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Atomic O,:
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In each of the above species conservation equations, the right-hand side represents the rate of
change in concentration due to chemical reactions. Quasi-neutrality is assumed and
consequently, the electron concentration is set equal to the concentration of NO™. The
concentration of nitrous oxide (N,O) is then obtained from the equation relating mass density to
the individual species concentrations. The right sides of the various species conservation
equations are as follows:

nN =2[kgny,npy —kynn,my 1+ kpnnony
“kr_;"O”N"M + kf4nN2n0 —k,4nN0nN
_kf5"02nN +k,5nNn0—k,BnerO+k,,8rze2
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+kf5n02nN —kr5”N0”0+kf6"N02"M
_kanNOnOnM + kf7nN20nM “kr—;"Nz"O”M

2
—-kfan}'lO +k,.8ne

Il
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ne =kygg nyng — kpne

A detailed description of the rates used in the above equations is given in Section B.3.4.
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Having described the equations describing the flow gas and the chemical kinetics of the various
species in the gas, an equation to solve for the electric potential in the region between the
electrodes is given next.

The computation for the electric potential, @, proceeds on the assumption that at any stage in the
computation, the electrical conductivity, o, Hall Parameter, B, fluid velocity, {7, and the applied

magnetic induction, B, can be computed locally. Two other simplifying assumptions have been
made, the first being the local charge density, e(n;- n,), is assumed to be negligible everywhere.
This is the standard charge neutrality approximation commonly made in MHD problems. The
approximation is likely to be invalid in the near-electrode sheath regions. For example, very
close to the anode surface, electrons will be strongly drawn to the anode, whereas positive ions
will be repelled. The presence of the electrode prevents the ions repelled from the sheath region
to be readily replenished by diffusion processes as they are in the outer regions, i.e., there are
few, if any, ions flowing from the anode into the gas. The net effect is a polarization of electric
charge is created, leading to a nonneutral charge density distribution in this thin layer. The
problem is further complicated by the fact that properties of the electrode material (such as the
work function) will influence the diffusion of electrons and ions across the sheath region.
Thermionic emission or field-enhanced thermionic emission may also be important, implying the
wall heat transfer will be strongly coupled to electron emission. In view of the complexity of the
problem and the limits on available resources, it was determined only the core flow electric fields
would be computed. These would be adequately simulated by the charge neutrality assumption.

The second simplifying assumption made is the magnetic Reynold’s number is much less than 1.
This assumption is tantamount to assuming the currents induced in the plasma will not
significantly alter the internal magnetic field. Thus, the local magnetic field is everywhere equal
to the applied magnetic field. For purposes of simulating MHD accelerator problems, this
approximation is generally valid.

Using the above assumptions, the governing equations for the electric potential are the Maxwell
equation for electric field and the current conservation equation. These equations take the form:

VxE=0
op, - -

c V' =
0,,[+ J=0

In these equations, E is the local electric field, p, the charge density, and J the current density.

The first equation can be formally satisfied by the relation, E = —§¢ , Where @ is the
electrostatic potential function. Under the assumption of charge neutrality, the second equation
above reduces to:

V.J=0
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The current density, J , and the electric field, E , are related through a constitutive relation,
namely the generalized Ohm’s Law:

J=c(E+UxB)-uJxB

The last three equations can be combined into a single partial differential equation for the

potential by first solving the generalized Ohm’s Law for J as a function of E and Ux B,
followed by substitution into the current conservation equation. The algebra is straightforward
but somewhat lengthy. The final result for the case of a magnetic field aligned along the z

direction ( B = Bé, ) is:

V2+d-Vp=5" gax—[é‘ﬁUB]— 51 g;[é'UB] (B.3- 12)

where & = 9, and A=(4.,4,).
r /(Hﬂz), (45, 4y)

The components of the vector 4 are:
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In the above equations, §= uB is the Hall parameter, x is the plasma mobility, and © is the
electrical conductivity. Equation (B.3- 12) is a partial differential equation for the electric
potential, ¢, and is a generalization of the standard Poisson equation encountered in elementary
electrostatic field theory. The right-hand side may be regarded as a charge density function
induced by the magnetic field. Note that if B = 0, the right-hand side vanishes. The first term in
each of the expressions for the components of 4 is due to the presence of gradients in the
effective electrical conductivity. The last two terms in the expressions for 4, and 4, have no
analog in standard treatments of the potential field. These terms arise because of the tensorial
character of the Ohm’s Law relationship between J and E. Assuming the local gradients in
conductivity, the Hall parameter, velocity, and magnetic field can be computed, Equation (B.3-
12), with appropriate boundary conditions, can be solved to obtain the potential. For the
important case B =0, = 0, the right side of Equation (B.3- 12) is identical to zero, and the 4
vector reduces to:
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A= Vin(o)

For the sake of completeness, the full matrix equation for the case of an applied magnetic field in
an arbitrary direction is given below.

V. [aﬂ“‘(w)] =V [a‘ﬁ_l [C_f)x EH

here S is the matrix given by:
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In the above equation, A =1+ 7 + B + 7 , where f, = iB,, B, = uB,, and f, = 1B,

The above sets of governing equations describe flow, chemical kinetics, and electromagnetics.
These equations are time-marched in a fully coupled manner to obtain spatial and temporal
variations of parameters of interests such as mass density, velocities, temperature, species
concentrations, and electric potential.

B.3.2.3 Method of Solution

The governing equations given in the previous section describe the interaction between several
complex physical and chemical processes. This makes the system of equations very stiff;
therefore, it is necessary to time-march the system of equations using implicit methods.
However, implementation of implicit methods requires an intensive programming effort in
contrast with explicit methods. Implicit methods aimed at solving a coupled system of equations
are known as block implicit methods developed originally by Lindemuth and Killeen, McDonald
and Briley, Beam and Warming, and Briley and McDonald for solving the unsteady,
compressible, Euler and Navier-Stokes equations (Ref. 2). In the present study, the linearized
block implicit (LBI) method of Briley and McDonald is used to time march the unsteady set of
governing equations in an implicit, fully coupled manner (Ref. 3). Implicit methods allow stable
time marching of the system of equations with larger time steps (as compared to explicit
method), which makes it possible to obtain solutions within reasonable amounts of time. The
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LBI method essentially consists of an implicit scheme in which the solution is linearized by a
Taylor expansion about the value at the previous time level. This produces a set of coupled,
linear, difference equations that are valid for a given time step. The implementation of this
method to reacting and plasma flows is explained in greater detail in Reference 4 and will be
briefly described here.

The system of governing equations is transformed from the physical domain to the computational
domain. The transformed equations are then linearized and discretized. In each coordinate
direction, the time derivatives are discretized using the Crank-Nicholson method, whereas spatial
derivatives are discretized using central differencing. The Douglas-Gunn alternating direction
implicit (ADI) method is used to split the 2-D operator self-consistently into two 1-D operators.
This procedure gives rise to block tridiagonal matrices in each coordinate direction. Such
matrices can be solved quite efficiently using LU decomposition methods (Ref. 5). A uniform,
nonstaggered grid is used, and the dependent variables are treated implicitly in all the governing
equations. Transport properties and rate equations (which depend on temperature and species
concentrations) are treated explicitly. Explicit treatment of these quantities enables different
models of transport properties to be used without extensive code modifications.

The governing equations are written in conservation-law form, and hence shocks and
discontinuities are obtained as a part of the solution, requiring no special treatment. The shock is
smeared over a few grid points; however, the simplicity of the approach greatly outweighs the
slight compromise in results obtained using shock-capturing methods.

B.3.3 Verification and Validation

The complexity of the governing equations describing plasma flows makes it imperative to test
the model and the code at every stage to ensure accurate results. The algorithm used to study
reacting plasma flows is amenable to extension from quasi-1-D to 2-D and 3-D situations. Our
efforts to develop a modular high-performance reacting flow code have progressed in stages of
increasing complexity. Quasi-1-D cold flow simulations were performed on different
geometries. The results of these simulations were compared with analytical solutions for
isentropic flow. This was followed by 2-D axisymmetric cold flow calculations. Next, the
electromagnetics were included to simulate the presence of an arc in the 2-D axisymmetric
formulation. These simulations were then applied to a variety of cases. Internal flow
simulations in arcjet thrusters with hydrogen as the propellant were studied for two different
geometries corresponding to two different power levels - 30 kW (Ref. 6) and 1 kW (Ref. 7).
These simulations included simple reactions in hydrogen but disregarded internal mode
disequilibrium. No analytical solutions exist for these flows. To verify the accuracy of the
results of our simulations, detailed comparisons have been made with available experiments for
the 1-kW arcjet geometry (Ref. 7). This model has also been used to study internal and external
flows in welding plasmas to explore completely different plasma densities. The results of these
simulations have also been compared with available experimental data.
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In this section, results for three case studies involving quasi-1-D flows are presented and
compared with analytical solutions. The geometries used in these simulations have an exit-to-
throat area ratio of 10, 100 and 225 (1-kW arcjet geometry). These three case studies bring to
fore the ability of the numerical scheme to handle widely varying geometries and serve to
identify the limits of the model's applicability. The area-ratio 10 and 100 configurations were
each studied with two different grid sizes (150 and 1,500 grid-points) for two different values of
y (ratio of specific heats): 1.4 (diatomic gases) and 1.67 (for monatomic gases). Flow in the
1-kW arcjet geometry (see Figure B.3- 4) was studied for two different grid sizes (150 and 1,500)
for y=1.4. The variation of Mach number in the streamwise direction obtained from these
simulations was compared with analytical solutions for isentropic, quasi-1-D flows. These are
presented in the next section for each of the three cases.

B.3.3.1 Results for Quasi-1-D, Isentropic Flow

Figures B.3- I - B.3- 3 show comparisons between quasi-1-D code predictions and analytical
relationships for the Mach number in an isentropic flow, for exit-to-throat area ratios of 10, 100
and 225 respectively. The figures show the effects of different grid-sizes and y. As can be seen,
the calculated values match analytical solutions closely. The difference between the predicted
values and theoretical values is largest in the supersonic region near the exit plane
(approximately 10% in the case of the coarse grid), yet, with finer grid spacing, this discrepancy
is reduced. Also, as area ratios increase, the discrepancy increases. For a given area ratio, the
error is greater for y = 1.67 than for y = 1.4, because larger gradients occur in the flow in the
diverging section for monatomic gases compared to diatomic gases.

Exit-Throat Area-Ratio = 10

* Gamma=1.4grd = 150
SF [~ -~ Gamma = 1.4 grid = 1500
—— Gamma = 1.4 Isentropic
O Gamma = 53 grid = 150
-=-- Gamma = 5/3 grid = 1500
-+ Gamma = 5/3 isentropic

Figure B.3- 1. Comparison of analytical and computed results (Area-Ratio = 10).
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Figure B.3- 2. Comparison of analytical and computed results (Area-Ratio = 100).
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Figure B.3- 3. Comparison of analytical and computed results (Area-Ratio = 225).
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As Figures B.3- 1 - B.3- 3 show, the agreement between analytical results and the computations
is quite good. The maximum discrepancy is about 10% for the case of coarse grids. This
discrepancy is due to the effect of artificial dissipation (Ref. 8) and truncation errors. The
artificial dissipation term used in here is in the form £, 0%y /ox* , where & is given by 0.5pwdx
with dx being the mesh spacing, and v is any dependent variable. As expected (in all the case
studies), the effect of numerical dissipation is larger for the coarser grids. It must be mentioned
the analytical results for isentropic flow do not take into consideration the effects of friction.
However, the LBI scheme requires the addition of artificial dissipation for stability of the time-
marching procedure. Addition of artificial dissipation introduces effects similar to viscous
effects. It is well known that friction decelerates supersonic flows. Temperatures obtained from
quasi-1-D computations are higher when compared to the analytical solutions. Axial velocities
in the quasi-1-D simulations are lower than those values given by the analytical solution;
therefore, the Mach numbers computed from the quasi-1-D simulations are lower than those
predicted by analytical solutions. The influence of artificial dissipation is highest in regions
close to the exit plane, where the discrepancy is largest. Reducing g, by a factor of 10 in the
supersonic regions of the flow alone reduced the discrepancy to less than 1% for the nozzle
geometry with an exit-to-throat area ratio of 10.

There is no unique way to prescribe the optimum amount of artificial dissipation at each point in
the computational domain to maintain positivity, and consequently, stability. This is a drawback
of the numerical scheme used, though the results of the simulation are not affected a great deal.
Increasing the number of grid points for a given area ratio tends to improve the accuracy of the
results, largely due to the fact that increasing the number of grid points reduces the effects of
numerical dissipation, which scales directly with the grid spacing dx. The effects of artificial
dissipation are expected to be less pronounced in the solution of real viscous flows since
dissipation is naturally present. However, the present code has the capability to provide results
for quasi-1-D flow problems that converge to the twelfth decimal place within a few seconds or a
few minutes of central processing unit (CPU) time on a Silicon Graphics Indigo Workstation.
The CPU time depends on the initial guess and number of grid points. It is this highly efficient
feature of the LBI algorithm that makes it attractive for computations involving multidimensions
and large coupled sets of governing equations.

B.3.3.2 Validation for 2-D Flows: Low-Pressure Discharges (Hydrogen Arcjet)

Arcjet thrusters have primarily been targeted as low-power, high-specific-impulse (I, ~ 1,000 s)
space propulsion devices. These thrusters are currently used for North-South Station Keeping
(NSSK) of communication satellites in geosynchronous orbits. Arcjet thrusters impart directed
kinetic energy to a propellant stream by ohmically heating it and subsequently expanding to
supersonic speeds. In addition to aerospace applications, the thrusters also have terrestrial
applications in the area of materials processing. Arcjets are used commercially in the growth of
freestanding diamond films and coatings.
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Essentially, the device is comprised of an inlet plenum, a converging section, a straight portion
called the constrictor, followed by a diverging section or supersonic nozzle. The propellant
enters the inlet plenum relatively cold and unionized at subsonic speeds. The flow entering the
plenum is randomly injected with swirl, which some believe stabilizes the arc. This cold,
unionized gas is rapidly heated by an arc discharged between the cathode and the anode as a
result of an electric field applied between the two electrodes. The heated gas reaches near-sonic
speeds by the end of the constrictor and rapidly expands in the diverging section to supersonic
speeds. The propellant in this study was molecular hydrogen (H,).

The governing equations describing arcjet flow are similar to the conservation equations
described in the section on model description. They are adapted to the case of H, arcjets and
solved to obtain the velocity, temperature, and species concentrations. In this study, the
following reactive processes are considered:

H, + H, & H+ H+H,
e +H < H +e +e
H,+e¢e < H+ H+ ¢
H+ H, & H+ H+ H

The plasma in the H, arcjet is assumed to be composed of H,, atomic hydrogen (H), electrons (¢),
and singly ionized hydrogen atoms (H"). H, is the only diatomic species. No vibrational states of
molecular H, are considered here, and a single temperature is used to describe the heavy particles
and the electrons. Quasi-neutrality is assumed, which allows us to set the number density of &’
equal to that of H'. Therefore, in this case study, the species conservation equations are written
for H and electrons. The concentration of molecular H, is then evaluated using the algebraic
relationship between mass density and the species concentrations.

Flow through two different arcjet thrusters have been modeled, specifically a 30-kW arcjet
thruster (Ref. 6) and a 1-kW (Ref. 7) arcjet thruster, with hydrogen as the propellant.
Unfortunately, no detailed experimental results for the 30-kW arcjet geometry exist. However,
experimental measurements have been performed on 1-kW arcjet thrusters (see Figure B.3-4)
with H, as the propellant by groups at the U.S. Air Force’s Phillips Laboratory (Edwards Air
Force Base (Ref. 9) and at Stanford University (Refs. 10, 11). The operating conditions for these
experiments were a power level ~1.4 kW, current = 10 A and a mass flow rate of ~13 mg/s.
Simulations for these experimental conditions (geometry, propellant, and operating conditions)
were performed to compare directly with experimental measurements. In this subsection, results
from numerical simulations are compared with experimental data.

Figures B.3- 5 through B.3- 8 show comparisons between the results of our simulation with
experimental measurements from along the exit plane of the 1-kW H, arcjet thruster (Refs. 9, 10,
11). Figure B.3- 5 shows a comparison of the predicted H, atom concentration at the exit plane
with experimental data. The circles denote H-atom concentrations measured by LIF
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measurements on H-atoms from Reference 9, while the solid line represents the results of our
simulations. As can be seen, the H-atom number density across the exit plane predicted by our
simulations matches the experimental data quite well.
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Figure B.3- 4. Schematic of the 1-kW arcjet geometry (all dimensions in mm).
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Figure B.3- 5. Comparison of predicted H-atom concentration at the exit plane with
experimental data. The circles denote H-atom concentrations measured by LIF
measurements on H-atoms from Reference 9, while the solid line represents the results of the

simulations.
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Figure B.3- 6. Comparison of the stream-wise velocity at the exit-plane with experimental
data. The circles denote experimental measurements from Reference 9, while the solid line

represents the results of the simulation.
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Figure B.3- 7. Comparison of calculated radial distribution of temperature at the exit plane
with experimental data. The solid curve represents the results of simulations; “o” denotes
experimental data based on LIF measurements on H-atoms from Ref. 9; “x” denotes
measured temperatures based on uncorrected H-atom LIF data from Ref. 10; “*” denotes
measured temperatures based on Stark corrected H-atom LIF data from Ref. 10; “+” denotes
measured temperatures from H-atom emission data from Ref. 10; and the circle with “+”
connected by lines denotes measured temperatures obtained from H, Raman spectroscopy data

from Ref. 10.
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Figure B.3- 8. Comparison of radial distribution of static pressure at the exit plane with
experimental data.

Figure B.3- 6 shows a comparison of the stream-wise velocity along the exit-plane predicted by
our simulations against experimental data from Reference 9. The agreement is very good. The
simulation underpredicts the experimentally observed values along the centerline by
approximately 10%. It must be mentioned that other single temperature models published in the
literature also underpredict velocities at the exit plane in a similar manner (Refs. 12, 13).

Figure B.3- 7 shows the radial temperature profile at the exit plane along with experimental
results (Ref. 9, 10, 11). The noticeable bulge in the temperature profiles is reminiscent of
hypersonic thermal boundary layers near cooled surfaces (Ref. 14). The existence of the local
maximum in the radial temperature profile is due to the opposing effects of viscous dissipation
heating the flow and the relatively colder wall trying to cool it. The scatter in the experimental
data makes it difficult to ascertain the presence or absence of bulges in temperature. It should be
noted that the temperature measurements made by Storm et al (Ref. 10) differ considerably from
those reported by Wysong et al (Ref. 9), although the measurements have been reportedly made
for two arcjets operating under identical conditions. Temperatures inferred from Raman
spectroscopy on H, differs from temperature measurements made by LIF on H-atoms from the
same group (Ref. 10). The reason for the difference in the LIF temperature measurements
reported by References 9 and 10 could be due to different arc attachments in the two
experiments. The differences in exit-plane temperatures between LIF and H, Raman
Spectroscopy measurements as reported by References 10 and 11 could be due to nonequilibrium
effects.
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Direct Simulation Monte Carlo (DSMC) calculations by Boyd (Ref. 12) show a considerable
disequilibrium exists between the internal and external (translational) modes of H, molecules at
the exit plane. These calculations show centerline vibrational temperatures at the exit plane close
to 3,000 K, centerline rotational temperatures near 2,000 K, and the centerline translational
temperatures at about 1,000 K. The differences between the internal modes and external mode
temperatures may be explained by disequilibrium between the internal and external modes of H,.
Due to the high velocities and low densities at the exit plane, the finite rates for V-V, V-R, and
V-T transfer could lead to disequilibrium between internal and external modes of the different
constituents. Furthermore, V-T rates will increase with the vibrational quantum number;
therefore, the translational temperatures obtained in the experiments using LIF on the H-atom
may be inferring the vibrational temperatures of excited H, molecules via:

H,(v) + H > Hy(v-n) + H’

where H' is translationally hot. Thus V-T relaxation of higher vibrational levels of H, by H
could result in the translational temperatures of H-atoms being higher than that of H,.

Figure B.3- 8 shows a comparison between the predicted pressures along the exit plane and
experimental data from Reference 15. The pressure profile predicted by our simulation agrees
qualitatively with the experimental data. In regions close to the centerline, the variation in static
pressure is negligible, both in the experiment and the present study. However, the pressure
begins to drop off steeply after this initial flat portion near the centerline. Also, static pressure
along the exit plane is not constant in the supersonic region, and the bell-shaped profile is due to
the combined effects of increasing total number density (n;) and decreasing temperature, with
increasing radius. It is also possible the region near the centerline represents a core flow with a
constant static pressure, whereas the pressure drops in regions near the wall due to viscous
boundary layer effects. It is interesting to note that static pressure values computed by Butler

et al (Ref. 13) overpredict the experimental results as well.

B.3.3.3 Validation for Two-Dimensional Flows: Atmospheric Pressure Discharge — Plasma
Welding Arcs (Internal and External Flows)

Electric arcs are widely used in applications ranging from industrial-scale arc furnaces and
switchgears to materials synthesis and processing. Plasma torches form an important class of
electric arcs. Plasma torches are used as clean and efficient sources of intense heat in many
industrial applications. Two notable examples are plasma spray coating and welding. Welding
is one of the basic industrial processes widely used in the manufacturing and fabrication of parts
and components; therefore, studies of techniques to produce joints of high quality and strength
are of great importance. Consequently, a great deal of effort has been expended in recent years
to determine the characteristics of electric arcs. This second case study involves just such a
welding arc.

B.3-20



Electric arc-welding processes consist of an electrode and a workpiece of opposite polarities. An
arc is struck by applying an electric field between two electrodes, causing current flow through
the partially ionized gas column (established between the electrodes). The heat generated in the
arc produces the high temperatures needed to sustain the gas in its ionized state. The thermal
energy is transferred to the workpiece primarily due to particle fluxes (Ref. 16) causing it to melt.
The subsequent solidification of this molten region, the “weld pool”, forms the weld or actual
joint. Gas-tungsten arc welding (GTAW), gas-metal arc welding (GMAW) and variable polarity
plasma arc (VPPA) welding are some of the popular methods of welding. In many cases, a
discharge is initially struck between an electrode and another auxiliary electrode using high
frequency ac excitation. Then, the main arc is struck between the electrode and workpiece by
transferring the discharge. Such an arc is called a transferred arc.

In the plasma arc welding process, a metallic nozzle and the cathode centerbody constrict the
plasma gas flow. The VPPA torch assembly essentially consists of a central electrode concentric
with two enclosing outer surfaces, which confine the main plasma gas and shield gas flows called
the constricting nozzle and the shield gas nozzle, respectively. The constricting nozzle confines
the plasma gas and also acts as the anode for supporting a pilot-arc (nontransferred arc). The
shielding gas flows through the annulus between the constricting nozzle and the shielding gas
nozzle. Both the plasma and shield gases are inert. Typically, argon is used as the plasma gas,
while the shield gas is either argon (Ar) or helium (He). An inert shielding gas is used to reduce
oxidation of the work piece due to entrainment of ambient O,. The main plasma gas enters the
torch cold and at low velocities and is rapidly accelerated near the exit plane by ohmic heating
within the arc. The resulting high-velocity plasma jet then impinges on the workpiece
(transferred arc) and provides enough penetration to produce a deep weld and/or a keyhole.

A systematic study of the design and operating conditions of the torch and the plasma jet is
required to obtain a better understanding of the operating characteristics of the torch. Such a
study provides a more rational basis for improving existing designs. With this objective in mind,
the present study endeavored to study the flow in these torches as well as the external jet
impinging on the work-piece.

As explained in the previous section on arcjet thrusters the conservation equations for mass,
momentum, energy, and species continuity are solved in conjunction with the magnetic transport
equation. A plasma-welding arc using Ar as both the plasma and shield gas was studied. A
single reaction modeling electron impact ionization of Ar, and its reverse (three-body
recombination) was modeled. The Ar plasma was assumed to consist of Ar atoms, singly ionized
Ar atoms (Ar") and electrons (¢). A single equation describing the conservation of electrons is
solved with the governing equations describing the flow and electromagnetics. Concentration of
Ar" is equal to the electron concentration since quasi-neutrality is assumed. Concentration of Ar
atoms is obtained from the overall mass density and electron concentration.

The plasma welding process was modeled in two separate stages, namely plasma flow within the
torch body (internal flow) and the plasma jet impinging on the work-piece (external flow). The

B.3-21



governing equations describing these two situations are the same; however, the boundary
conditions for the internal and external flows are different. A simple and inexpensive diagnostic
technique is used in the present work for model validation. A radial pressure profile was
measured on a water-cooled copper plate while the plasma jet impinged on it.2 This measured
radial pressure distribution was compared with calculated pressure profiles. Model predictions
were compared with experimental results at three different current levels. As in the case study on
arcjets, the total stagnation pressure, total current, and power level were made to match
experimental conditions to enable direct comparisons. Details of the geometry, boundary, and
initial conditions are given in Reference 4.

The results of simulations are compared with experiment for conditions listed in Table B.1- 1.

Table B.1- 1. Operating conditions for plasma welding torch.
Polarity Straight
Plasma Gas Ar

Shield Gas Ar

Plasma Gas Flow Rate (CFH) 13

Shield Gas Flow Rate (CFH) 35

Current (Amps) 100 and 150
Stand-Off Distance (in.) 3/8

Power (kW) 2.2

Spatial variations of temperature, velocity, and ionization fraction (in both the internal and
external flows) are discussed in detail in Reference 4. Figures B.3-9 and B.3- 10 show a
comparison between the predicted radial distribution of static pressure along the surface of the
cooled workpiece and experimental data for a total current of 100 A and 150 A, respectively
(Ref. 17). The experimental data in both these figures shows the plasma jet tends to remain
collimated. The arc pressure (gauge) drops sharply to values close to zero within a distance of
about three times the nozzle radius from the centerline. The simulations predict a broader
pressure profile as compared to the experiment because of the combined effects of the simple
heat-transfer model used in the work to simulate the cooling of the copper plate and effects of
numerical dissipation. Nevertheless, the results of the simulations agree with experiment.

? These experiments were conducted in the Department of Industrial, Systems, and Welding
Engineering, at The OSU (see Ref.17 for details).
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B.3.4 Analysis of the NASA Ames Experiments

B.3.4.1 One-Dimensional Calculations

The interpretation of the shock tube ionization data measurements at NASA Ames requires
analysis of coupled vibrational relaxation, molecular dissociation, and ionization behind the
shock. First consider nonequilibrium ionization behind shock waves in air. The kinetic
mechanism of this process is well established. In particular, the principal mechanism of
ionization for shock velocities of u.<7 km/s is associative ionization in collisions of N and O
atoms (Ref. 18):

N+0O > NO' +e QY]

This process cannot begin until after the atoms are produced in nonequilibrium chemical
reactions:

N,(V)+M > N+N+M )
0,()+M—>0+0+M 3)
NO(V)+M >N +0+M o)
N,(v)+0—>NO+N ()
0,(v)+N—>NO+0 6)

The symbol (v) behind a species indicates vibrational excitation of this particular species
enhances the reaction rate. This requires modeling of chemical kinetics coupled with the V-T
relaxation of N,, O,, and NO:

AB(v) + M — AB(v + Av) + M 7)

In Reaction (7), AB stands for diatomic molecule, v is the vibrational quantum number, and Av is
its change in a collision (note that Av is not necessarily equal to 1). In addition, V-V energy
exchange between the two most abundant air species is also of great importance:

Nz(V)+02(W)-—)NZ(V+AV)+02(W—AW) ®
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Reaction (3) is the “bottleneck” for the entire ionization process because O, has lower
dissociation energy and shorter relaxation time than N,. As soon as atomic oxygen appears in the
flow, NO and N atom production begins in the chain reactions (5) and (6). The net rate of this
chain process is strongly dependent on the vibrational temperature of N,, which makes
vibrational relaxation of N, another “bottleneck”. Note that other associative ionization
processes such as:

N+N-N,"+e and 0+0—0," +e ©)]
as well as charge transfer processes such as:
NO™+N,—»NO+N," and NO*+0,-»NO+0," (10)

are not important at shock velocities less than about 7 km/s because of the much greater
ionization potentials of N, and O,.

The kinetic processes discussed above have been extensiveiy studied in the past. Both the
experimental rates of reactions (1) through (8) and theoretical models of coupled vibrational
relaxation, dissociation, and ionization are available in the literature (see Ref. 19). For the
present study, a 1-D normal shock/nonequilibrium flow code developed at OSU for the
MARIAH Project was used (Refs. 20, 21). It is based on the most reliable set of experimentally
measured rates for processes [Reactions (1)- (8)] and on a state-of-the-art analytic model of
coupled vibrational relaxation and dissociation (Refs. 22, 23, 24, 25). The code has been
previously validated by comparing its predictions with the NO nonequilibrium infrared radiation
history behind a shock measured for the shock velocities of 3 to 4 km/s (Ref. 20). Briefly, the
code solves master equations for the populations of each vibrational level of N,, O,, and NO,
which is fully coupled with the set of chemical kinetics equations for a number of neutral and
charged species including N, N,, O, O,, NO, N,0, NO,, NO', and ¢’; Boltzmann equation for the
electron energy distribution function; and 1-D gas dynamics equations (see Refs. 20, 21 for
details).

Calculations using this code show that ionization behind the shock proceeds in accordance with
the well-known qualitative scenario discussed above. Figures B.3- 11 and B.3- 12 show
translational and vibrational temperatures, as well as species mole fractions behind the 4-km/s
shock in air as functions of Pyt (i.e., the product of the static pressure ahead of the shock and the
laboratory time). Figure B.3- 13 compares the calculated ionization rise time, 1, (time to reach
the equilibrium electron concentration behind the shock) with the available experimental data
(Refs. 26, 27, 28, 29) showing satisfactory agreement. One can see that P,t does not exceed 1
Torr-ps for the shock velocities u>4 km/s. In other words, for the conditions of the NASA Ames
experiments (u=4.5-5.0 km/s, P,=5-35 Torr, P,=2-13 atm), the ionization rise time should not
exceed 0.1 pus. However, the measurements report ionization rise times of tens of microseconds
(see Figure B.3- 14).
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Figure B.3- 11. Translational and vibrational temperature distributions behind the normal
shock wave in air. Shock velocity u=4 knvs.
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Figure B.3- 12. Species mole fraction distributions behind the normal shock wave in air.
Shock velocity u=4 knvs.
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The fact that the NASA Ames ionization measurements have been made not in air but in N,O-
N,=53.2:46.8 mixture to increase the available test time may considerably change the ionization
kinetics. Can the presence of N,O result in the increase of the ionization time up to tens of
microseconds? We cannot directly model the process of N,O vibrational relaxation and
dissociation behind such strong shocks. The translational temperature overshoot immediately
behind a 4.5-km/s shock wave in such a mixture exceeds T=10,000 K (the equilibrium
temperature is T,.=5,500 - 6,000 K), while the vibrational relaxation data for N,O (to the best of
our knowledge) is available only up to T=2,000 - 2,500 K. However, the relatively low
temperature N,O relaxation data shows its vibrational relaxation time, 1., is much shorter than
that of both N, and O,, which is demonstrated in Figures B.3- 15 and B.3- 16. One can see, for
example, that T=2,000 K 1, (N,O) is approximately 5,000 times shorter than t;,(N,) and 25
times shorter than 1,,(O,). In addition, the experimentally measured t,,,(N,0) is the relaxation
time of the asymmetric stretch mode v; (Ref. 30) (the energy of the 00°1 level is 2,223.5 cm™)
and longer than the relaxation time of the symmetric stretch and bending modes v, and v, (the
energies of the 10°0 and 01'0 levels are 1,285.0 and 588.8 cm’, respectively). For this reason, it
can be assumed that N,O behind the shock reaches equilibrium with the translational temperature
instantaneously, as compared to N, and O, (let us call this assumption “case A”). On the other
hand, the energy spacing between the N,O level 00°1 and first vibrational level of N, is fairly
small (107 cm™), which facilitates rather fast vibration/vibration energy exchange between these
two modes. The rate of this process is induced by the dipole-quadruple interaction at T=2,000 K
is k,,~10"" cm®/s (Ref. 30). Therefore, one can also make a somewhat opposed limiting
assumption that the v, mode temperature is equal to the vibrational temperature of N,, while the
other two modes are still in equilibrium with the translational temperature (“case B”). In this
case the simplest phenomenological approach, widely used for modeling of nonequilibrium
dissociation of diatomic molecules (Ref. 19), is to evaluate the N,O dissociation rate using the
“effective” temperature T"= [T-T,(N,)]">. Note the dissociation energy of N,O in Reaction (11)

N,O+M—->N,+0+M (11)

is much lower than that of N, (32,000 K as opposed to 113,000 K), and N,O is expected to
dissociate behind the shock much faster than N,.

It is not clear which of the two processes would dominate at the high temperatures of T = 6,000-
10,000 K: V-T self-relaxation of N,O or V-V exchange N,0(v,)-N,. However, the two opposite
assumptions (cases A and B) permit estimates of the lower and upper limits for the ionization
rise time in the N,O-N, mixtures, respectively. Figure B.3- 17 compares the ionization fraction
behind the 3.5-km/s shock in air and in N,0-N,=53:47 mixture, cases A and B. One can see that
in both cases, the presence of the rapidly relaxing and dissociating N,O results in a faster
production of atomic species, which substantially accelerates ionization.
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Note the higher steady-state value of ionization fraction in the N,0-N, mixture, as opposed to
that in air at the same shock velocity (see Figure B.3- 17), is simply due to the higher initial
enthalpy of the flow containing N,O (nitrous oxide has rather high enthalpy of formation, about

72 MJ/kmol).
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Figure B.3- 17. Ionization fraction distribution behind the shock in air and in an N,O-
N,=53:47 mixture.

For the shock velocities u=2-4 km/s, the calculated ionization rise times in the N,O-N, mixture
are always much shorter than in air. Therefore, we must conclude that the long ionization rise
times observed in the NASA Ames experiments cannot be due to the relaxation processes in the
flow behind the shock. The observed ionization time, up to few tens of microseconds, must be
pertinent to a particular method of conductivity measurements that involve strong perturbation of

the flow by the applied electric field and the induced current.

Another observation made in the calculations was that, at these conditions, the flow reaches
almost complete thermodynamic equilibrium at the temperature T, soon after the shock arrival
(less than 1 ps), which is expected at these high temperatures and pressures.

In addition to calculation of vibrational distribution functions of the diatomic air species and
species concentrations, the OSU 1-D nonequilibrium flow code also allows calculation of the
electron swarm parameters of the high-enthalpy gas flows, including its electric conductivity.
The conductivity is evaluated using the EEDF calculated by the Boltzmann solver and the

B.3-30



experimental values of the electron transport cross-sections for N,, O,, NO, N, and O as functions
of electron energy. The comparison of the equilibrium electric conductivity of air calculated by
the code with available experimental data and other theoretical calculations shows good
agreement. In addition to showing it reaches the equilibrium value behind the shock extremely
fast, the results of the 1-D conductivity calculations for the NASA Ames experiment conditions
also show that the ionization level is unlikely to be enhanced by the applied fairly low electric
field.

The estimated reduced electric field in the core flow (outside the sheath and the boundary layer)
did not exceed E/N~0.5-10""° V-cm?, which is more than an order of magnitude lower than the
breakdown threshold. Even for the applied voltage of V=400 V, the electron temperature
exceeds the gas temperature (T~5,500-6,000 K) by only about 500 K. The resultant field-
induced (electron impact) ionization rate in the core flow is minute compared to the thermal
lonization rate in process (by 15 orders of magnitude) (Ref. 32). However, due to the large
current drawn (current density up to j=100 A/cm?), the ohmic heating of the flow may be
substantial (also reaching a few hundred degrees K), which may result in a noticeable
conductivity increase. Figures B.3- 18 and B.3- 19 compare the calculated flow conductivity
with the experimentally measured “pseudo-conductivity,” defined as:

L (B.3- 13)

where j is the current density, U is the applied voltage, and @=3.1 cm is the interelectrode
distance. First, at P,=2 atm and U=400 V, which is close to the maximum quasi-steady-state
voltage applied in the experiment, the ohmic heating results in about 15 - 25% conductivity
increase. As expected, at P,=13 atm the effect is much smaller since the ohmic heating term is
proportional to the factor oE*/pu, where p is the gas flow density. Second, one can observe that
at the small-applied voltage, the measured pseudo-conductivity is much smaller than the
theoretical value, approaching and sometimes exceeding it as the voltage increases.

One can easily show the NASA Ames data demonstrates the presence of the field-induced
lonization in the test section between the electrodes. Let us take as an example a run at P,=2 atm,
u=4.5 km/s T,;=5575 K, n/N=0.88-10" (see Figure B.3- 20). The flux of electrons entering the
test section with the flow is Q=n.d*(u,-u,)=8.7-10” 1/s, where u,=0.6 km/s is the velocity of the
compressed gas with respect to the shock velocity. If all of the electrons are removed from the
flow by the applied field, the current would reach maximum. The maximum current that can be
obtained without additional ionization produced in the test section is [=eQ=140 A.
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Figure B.3- 18. Calculated and experimental flow conductivity in an N,0-N,=53:47 mixture.
P,=2 atm.
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Figure B.3- 19. Calculated and experimental flow conductivity in an N,0-N,=53:47 mixture.
P,=13 atm.
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Most strikingly, this value of the current (which corresponds to the saturation current of the
nonself-sustained Thomson discharge) (Ref. 32), can be obtained only at enormously high-
applied voltage (Ref. 33),

1/2
Us=l(eQdJ =107V (B.3- 14)
2 Hi€g

In Equation (B.3- 14), u,~10” m*/V/s is the ion mobility. The fact the currents measured by the
NASA Ames group at P,=2 atm exceeded 1,000 A at voltages of 300-400 V (see Figure B.3- 21)
unambiguously shows that some additional ionization definitely occurs in the interelectrode
region. Since we have already shown the core flow reduced electric field is far too low to
produce any electron impact ionization, the boundary layer/sheath region is left as the only place
where this ionization may occur. Thus, the electric discharge in the test section is clearly an
intermediate case between a completely nonself-sustained Thomson-type discharge and a
completely self-sustained discharge (such as a regular glow discharge). It is sustained both by
the external ionization source (electrons arriving with the flow) in the core flow and by the
electron production in the near-electrode regions where the breakdown certainly must occur.

Ionization Fraction, x10°*
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Figure B.3- 20. Equilibrium ionization fraction as a JSunction of temperature and the shock
velocity in an N,0-N,=53:47 mixture. P,=2 atm.
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Figure B.3- 21. Applied voltage as a function of the induced current in the NASA Ames
experiment. P=2 atm.

Based on these elementary arguments, we can conclude that the core flow, like any discharge
sustained by external ionization (e.g., by UV radiation or by e-beam), should be fairly stable with
respect to the ionization instabilities since there is no direct feedback between the electric field
and the ionization rate for the core flow. The ohmic heating of the core flow, potentially leading
to the greater thermal ionization, might be controlled by the supersonic flow expansion. On the
contrary, the sheath region (where ionization is sustained by the strong electric field) may be
unstable. In addition, ohmic heating of the slow flowing boundary layer is much more difficult
to control. The core flow, where the electric field is far too weak to sustain the electron
production, serves as a stabilizing factor so that an arc filament, even if developed in the sheath,
cannot propagate across the channel. This, as well as a quite short flow residence time in the test
section (<10 ps), may explain why breakdown was not observed in the NASA Ames
experiments. The situation may be quite different if the electrodes are sectioned and not only
transverse but also axial electric fields are applied (to reduce the Hall current). This will generate
strong axial field regions (between the edges of the closely spaced adjacent electrodes) located in
potentially unstable high electric field sheath regions. For this reason the “axial” arcing between
sectioned electrodes located on the same wall appears to be much more probable than the
“transverse” arcing which was not observed by NASA Ames.

The qualitative interpretation of the NASA Ames pseudo-conductivity measurements appears to

be quite straightforward and is mostly consistent with the conclusions suggested by the NASA
Ames group. At low applied voltage, most of the voltage drop must occur in the sheath to
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sustain higher electric field and ionization. In this regime, space charge in the sheath is shielding
the core flow so the electric field might be actually very low and much lower than the U/d ratio.
This reason is why the conductivity determined from Equation (B.3- 13) is much lower than the
theoretical value for the core flow (see Figures B.3- 18 and B.3- 19) where the applied voltage is
indicated beside the pseudo-conductivity value. As the voltage increases, the sheath voltage drop
becomes an increasingly smaller fraction of the applied voltage, and the pseudo-conductivity
value should be approaching the theoretical value. Since it is clear from Figures B.3- 18 and
B.3- 19 the ohmic heating of the flow cannot explain the higher-than-equilibrium values of the
pseudo-conductivity, especially at high pressure, and the electron concentration in the core flow
is at its equilibrium value, the effect of the current propagating along the hot sidewall boundary
layers might be a likely explanation.

The anomalously long ionization rise times (see Figure B.3- 14) are at least partially due to the
finite size of the electrodes. It takes the shock about 7 us to pass the electrodes, and this time
might be somewhat increased due to the edge effects. However, the rise time tends to decrease
as the pressure goes up (see Figure B.3- 14). The two main reasons for this long rise time are the
thermal boundary layer buildup behind the shock (as has been pointed out by the NASA Ames
group) and also sheath formation, which is controlled by the drift of electrons and ions in strong
fields near electrodes and the nonequilibrium ionization. The latter process also controls the
electric field value in the core flow.

B.3.4.2 Two-Dimensional Calculations

To analyze the effects of the boundary layer, we have also attempted 2-D simulation of a
propagating shock wave using the Navier-Stokes flow code developed at OSU (Ref. 34).
Complete understanding of the ionization kinetics in the near-electrode regions of the test section
of the NASA Ames experiments needs analysis of coupled boundary layer and sheath effects,
which requires solution of chemical kinetics equations and the Poisson equation for the electric
field. For example, it is not clear what the electron concentration near the cathode would be. It
might be affected by the boundary layer temperature as well as the strong repulsion from the
cathode in a strong electric field. However, the effects of chemical reactions and
electromagnetics were not included in the present simulations of very strong shocks. The
purpose of this study was to determine the appropriate formulation (consistent set of initial and
boundary conditions) that would allow a further numerical modeling of strong propagating
shocks. This is a crucial first step following which effects of chemical reactions and
electromagnetics can be included with confidence. Prescribing appropriate boundary conditions
at the inlet of the skimmer tube is perhaps the most important issue in the formulation.

Shock propagation through a tube of length 45 cm (corresponding to the length of the skimmer
tube and the electrode region in the NASA Ames experiment) containing N, was investigated.
One of the main objectives was to reproduce the energy loading to the driver gas to match the
shock velocity and static pressure (obtained experimentally) at the inlet of the skimmer tube,
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which is accomplished by the prescription of a stagnation pressure and stagnation temperature.
In these simulations, it is assumed the diaphragm is at the inlet of the skimmer tube. These
stagnation conditions would be related to temperature and pressure at the inlet of the skimmer
tube using the following relationships:

1. The inlet velocity is obtained by setting dw/dx = 0 at the inlet, where w is the axial
component of the flow velocity

2. To=Thua* Winletz/ ch

3. P/Ppu= (Ty/T inlet)y/ i

The first derivative of all dependent variables in the radial direction is set to zero along the wall
and the centerline. The second derivative of all dependent variables in the axial direction is set to
sero at the exit of the tube. Prior to the rupture of the diaphragm (initial conditions), the N, gas
in the driven section is assumed to be stationary and at room temperature. This set of boundary
and initial conditions allows a realistic study of a shock wave propagating into the driven tube
after the rupture of the diaphragm. Since the inlet boundary conditions are not held constant, the
time-marching procedure allows one to study the relaxation of temperature, velocity, and
pressure behind the shock with the passage of time. Prescribing the experimental conditions at
the inlet plane as boundary conditions is incorrect, as the relaxation phenomena cannot be
studied.

The computational domain extends from the centerline to the inner wall of the skimmer tube (and
electrodes) in the radial direction and from the inlet of the skimmer tube to the about 3-cm
beyond the electrodes. A 300x18 grid was used in these computations. Since the pressure ratio
between the driver section and the driven section is about 350, a large number of grid points are
necessary to adequately resolve the gradients encountered at the shock front. The problem of
studying a propagating shock wave is it requires an adaptive grid technique, wherein clustering
of grids in regions of high gradients (i.e., along the shock front) can be achieved (Ref. 16).
However, this greatly complicates the transformed governing equations. Additionally, the
Courant condition would necessitate the use of extremely small time-steps for such highly
nonuniform grids, thus greatly increasing the computational time. In this simulation, a uniform,
nonstaggered, and fixed grid was used. Oscillations are typical of solutions obtained using fixed
grid methods; however, the solutions obtained using fixed grids compare very well with
solutions obtained using adaptive grids (Ref. 34). Simulation of shocks with steep pressure
ratios requires a considerable amount of parametric studies to access the influence of grid size
and artificial dissipation on the quality of the solution.

The results for the case of the driver tube were 2 atm and the driven tube being 5.2. Centerline
profiles of pressure, temperature, and gas velocity are shown in Figures B.3- 22 through B.3- 24.
Each of the figures shows profiles at three instants of time as the shock propagates through the
tube. The pressure profile shows the drooping characteristics expected following the rupture of
the diaphragm (Ref. 35). The velocity profiles follow the pressure profile; therefore, the pressure
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drop allows the acceleration of the gas behind the shock. The velocity profile also shows the
relaxation of the gas velocity far downstream of the shock. The oscillations seen along the shock
front are due to the simulations being carried out on a fixed grid and use of central differencing
of the spatial derivatives.
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Figure B.3- 22. Variation of gas velocity along the centerline at three different instants of
time.
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Figure B.3- 23. Variation of temperature along the centerline at three different instants of
time.
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Figure B.3- 24. Variation of pressure along the centerline at three different instants of time.

The pressure ratio along the shock front predicted by the simulations is about 1.3 atm as against
the pressure of about 2.2 atm reported in the experiments. The reasons for this are as follows:

1. In the experiment, the diaphragm is ruptured far from the inlet of the skimmer tube,
whereas in the simulations, the diaphragm is assumed to be at the inlet of the skimmer
tube. This was done because simulating the entire region from the diaphragm to the
electrode section would require an enormous amount of computational time. The
drop in pressure is steepest close to the location of the diaphragm; however, as the
shock establishes itself, the pressure remains fairly constant at a pressure lower than
the driver tube pressure. The simulations predict this behavior well.

2. The exact energy loading of the gas following the rupture of the diaphragm could be
much higher in the experiment. This would also lead to the simulations predicting a
lower pressure ratio along the shock front.

3. Artificial dissipation, though at a bare minimum in this simulation, could affect the
results. It is difficult to evaluate the effect of dissipation in such simulations.
However, a detailed parametric study on the effects of various levels of dissipation
was conducted. The lowest possible level of dissipation, which allowed stable time
marching without strong oscillations, was used in this study. Past experience has
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shown that even minimum levels of artificial dissipation can affect the accuracy of the
solution by about 5 or 10%.

Finally, Figures B.3- 25 and B.3- 26 show contour plots of the axial velocity and the translational
temperature near the test section. Unlike in steady-state supersonic flows, the boundary layer
behind the shock is initially cold since the shock front does not penetrate into the viscous layer.
It takes quite a long time for the thermal boundary layer to heat up. For example, the flow in the
test section at the pressure of 1.3 atm does not reach the steady state for at least 40 us after the
shock arrival (see Figures B.3- 25 and B.3- 26). This confirms the explanation for the long
lonization rise time we suggested in the previous section. Further development of the OSU
Navier-Stokes code, which will extend its ability to model high-pressure discharges in reacting
flows behind strong ionizing shocks, is currently underway. It is expected to provide new insight
into the problem of stability and efficient control of such environments.

Figure B.3- 25. Contour plot of the axial component of gas velocity near the test section.
Outermost contour represents a velocity of 314 m/s; innermost contour represents a velocity of
2,519 m/s; the increment is 725 m/s. The region shown in the figure is 7.75 cm long.
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Figure B.3- 26. Contour plot of the gas temperature near the test section. Outermost contour
represents a temperature of 2,000 K; innermost contour represents a temperature of 16,000 K;
the increment is 2,000 K. The region shown in the figure is 15.15 cm long.

B.3.4.3 Conclusions

1-D and 2-D analysis of kinetics of vibrational relaxation, chemical reactions, and ionization
behind the normal shock waves in air and in the N,0-N, mixture showed:

1. Inthe shock tube ionization experiments performed at NASA Ames, the core flow
reached vibrational, chemical, and ionization equilibrium extremely fast (over a
period of less than 1 us). The observed long ionization rise time cannot be explained
by the relaxation phenomena. 2-D modeling suggests this anomalously long delay of
jonization is due to the slow heating of the boundary layer behind the shock.

2. The estimated reduced electric field in the core flow is very low (E/N<0.5-10"
V.cm?) even at the lowest pressure of P,=2 atm and cannot result in any
nonequilibrium ionization.

3. The measured current-voltage characteristic of the discharge in the flow indicates the
presence of electron impact ionization in the sheath regions.

4. The core flow, where ionization is not self-sustained, is a stabilizing factor. The
sheath regions, operating in a postbreakdown regime, are inherently unstable. The
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most likely instability scenario appears to be the arcing between the adjacent same-
wall electrodes due to axial component of the electric field.

5. The measured pseudo-conductivity is lower than the theoretical core-flow value at the
low voltage (due to the voltage drop in the sheath) but exceeds the theoretical
equilibrium limit (most likely due to the hot sidewall boundary layer currents after the
steady-state temperature distribution is reached)

B.3.5 Summary

OSU’s model and numerical technique have been tested extensively to simulate a wide variety of
discharges. The arcjet thruster and the plasma torch differ in geometries, operating pressures,
and gas compositions. Nevertheless, the model and the numerical scheme have been able to
successfully simulate these discharges with reasonable accuracy. It is important to mention that
there are no adjustable constants in OSU’s formulation,; therefore, it is a truly predictive tool.
Comparison with experiments for both cases studied show excellent agreement. The generality,
stability, and accuracy of the numerical method/model make it a valuable tool to study reacting
and plasma flows.
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APPENDIX C. SEED STUDIES

In magnetohydrodynamic (MHD) accelerators, a seed material is normally required to increase
the ionization potential of the plasma, so as to increase its electrical conductivity to provide a
source of electrons through ionization and enhance the electrical conductivity. This appendix
addresses two types of seeding materials, fullerenes and alkali metals. Fullerenes are a class of
high molecular weight carbon molecules that have been investigated as propellants for ion
thrusters as noted in Section C.1. The more traditional MHD seed material, alkali metal, has
been used in MHD accelerator and power generation experiments since high temperature MHD
research began. The cost and availability of the various alkali metal seed materials is discussed
in Section C.2. Unseeded MHD accelerators have been proposed for wind tunnel applications to
avoid the contamination of the flow with the alkali metal material. The effects of the seed
material on combustion in propulsion testing experiments must be considered if the propulsion
experiments are to simulate actual flight performance, which is the subject of Section C.3.
Finally, in Section C.4, the issue of electron attachment to oxygen and other species in cesium
seeded air for MHD operating conditions is addressed. Under some conditions, electrons can
attach to atomic and molecular species to form negative ions resulting in the loss of free
electrons and the reduction of electrical conductivity.
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C.1 CARBON-60 AND OTHER FULLERENES

MSE has investigated the use of fullerenes as a seed to enhance the ionization characteristics of
an MHD accelerator. The properties of fullerenes, including their high mass, low ionization
potential, and extreme resilience, suggested that these molecules could be an excellent source of
ions for ion thrusters (Refs. 1, 2, 3, 4). Fullerenes were proposed as a possible seed material by
MSE since seed materials for MHD accelerators require some of the same characteristics as those
reported for fullerenes in the ion thruster application. However, this study found that fullerenes
would decompose and combust in the high-temperature air-operating environment of MHD
accelerators.

Although fullerenes may be promising for other MHD applications with a less harsh
environment, they are not practical for the high performance air accelerators needed for
hypersonic propulsion testing applications. However, designer molecules being developed from
fullerenes may have characteristics that allow them to be used in the MHD accelerator
environment. Thus, future studies may need to revisit fullerenes to assess their viability in other
applications. The MSE study on the use of fullerenes for this application is further reported in
The Properties, Behavior and Applications of Fullerene Molecules (Ref. 5).

C.1.1 Overview

Fullerenes are a recently discovered class of carbon molecules that have high molecular weight, a
high degree of structural symmetry, remarkable impact resilience, an even number of carbon
atoms, and unusual chemical properties (Refs. 6, 7, 8, 9). Fullerenes are the third form of pure
carbon; the other two pure forms are diamond and graphite. The best known and most prevalent
representative of this class is an isomer of carbon 60 called Buckminster Fullerene. This
molecule possesses a symmetry similar to a geodesic sphere and is named for the architect and
scientist, Richard Buckminster Fuller (1895-1 983), who first described the geodesic dome
structure. Typically, fullerene structures have 12 pentagons, with differing numbers of hexagons
and an even number of carbon atoms. The pentagons allow the curvature and eventual closure of
the surface upon itself. The second most prevalent fullerene is the Cs- The lighter C,, is widely
accepted as the smallest fullerene; quantum mechanical calculations project fullerenes as large as
Cea0- Bucky tubes (hollow carbon tube-like fullerenes) and bucky-onions (concentric spherical
shells of carbon) have also been observed.

Aside from its chemical novelty, C,, occurs naturally in a coal-like mineral called shungite and a
glassy rock called fulgurite and has been noted in frozen gas matrices of diffuse interstellar
material. Buckminster fullerene is of interest to the astrophysics community because it appears it
may be created in the interior of stars during supernova explosions. It is of interest to the
aerospace community due to its relatively low ionization potential and high molecular weight,
making it an interesting candidate as a propellant for ion propulsion engines. These properties
also suggested that it might have some application to MHD accelerators and generators.
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C.1.2 Properties of Carbon-60 Fullerenes

C.1.2.1 General

Cy, is a solid brown-black powder at room temperature but is yellow when presented as a thin
film. Fullerite, C,, crystals, are primarily a face-centered cubic structure; however,
approximately 20% of the solid is also hexagonal-close-packed that easily converts to face-
centered cubic with thermal annealing in vacuum (Ref. 1).

Careful storage and treatment of Cq, is necessary to ensure its purity since it reacts readily with
0., is decomposed by ultraviolet (UV) rays, adsorbs gases, and tenaciously holds solvents.
There is no reaction between fullerenes and stainless steel, molybdenum, alumina, boron nitride,
aluminum nitride, and quartz. One characteristic to note is the superconductive behavior of an
alkali metal-doped Cq, with a transition temperature of 42.5 K for (Rb,, TL,, Cgy).

All 60 carbon atoms in the fullerene are equivalent as proven by nuclear magnetic resonance
measurements. C,, arranges atoms so symmetrically that the strain of closure is equally

" distributed. It is the most symmetric molecule possible in 3-dimensional Euclidean space, le.,
the roundest molecule. Edgeless, chargeless, and unbound, the molecule spins freelv more than
100 million times per second. When deposited on a crystalline surface, they pack as regularly as
billiard balls. C,, crystallizes in a face-centered cubic lattice in which the crystals are as soft as
graphite. When squeezed to less than 70% of their initial volume, calculations predict they
become even harder than diamond. However, when the pressure is relieved, they are observed to
spring back to their normal volume. Thrown against steel surfaces at speeds somewhat greater
than 17,000 miles per hour (about the orbital speed of the U.S. Space Shuttle), they are incredibly
resilient since they simply bounce back (Ref. 9). There is no experimental evidence of impact-
induced fragmentation, even at impact energies exceeding 200 electron volts (eV).

C,, readily forms both positive and negative ions and Jong-lived multiple ions up to C§; . Due to
their aromatic design, the multiply charged species do not succumb to coulomb explosion and are
strong enough to form free-standing films due to strong van der Waals forces within the solid.
C.1.2.2 lonization Potential

The most consistently reported first ionization potential for Cy, is 7.61 €V, however, it has been

reported in experiments as high as 7.8 eV with a second ionization potential of 16.4 eV (Ref. 1).
As experimental work continues, these values may be refined.
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C.1.2.3 Cross Section

The peak ionization cross-section of Cy, is estimated to be 59.8 x 107® cm?, occurring at 52 eV,
which is significantly lower than estimated by both the additivity rule and the polarizability
correlation (Ref. 1). The cross section for single ionization is possibly lower because
fragmentation processes are present even at 45 eV electron energies, and the additivity rule
breaks down when a large number of collisions lead to excitation rather than ionization of the
fullerene. Consequently, this cross section is the best estimate and possibly will be refined in
future studies. Inelastic collision cross section has not been reported.

C.1.2.4 Electron Attachment

Cy has a large cross section for negative ion formation even at electron energies as high as 14
eV. Due to the large cross section for anion formation, electron attachment can dominate over
positive ion formation allowing Cg, to behave as an electron scavenger.

C.1.2.5 Sublimation

Fullerenes will evaporate or sublime easily by comparison to particles of diamond or graphite.
The fullerene, or derivatives of fullerene, exist as molecules that are relatively volatile in
comparison with other forms of carbon (Ref. 10). However, C, sublimates at a relatively low
temperature of 800 K with a vapor pressure of 2 millitorr and a heat of sublimation of 7.9
kilojoules per mole (kJ/mol) indicating the likelihood of the existence of a C, liquid phase is
minimal (Ref. 1). C,, will sublimate kJ without fragmentation (Ref. 2).

C.1.2.6 Combustibility

In the absence of O, and at low pressure, Cy, degrades, as shown by spectroscopic data, by
successively fragmenting into smaller fullerenes with even numbers of carbon atoms. Over time,
at temperatures above 1,073 K, C,, will decompose through the reaction sequence (Ref. 1).

Ceo — Ci+C, (Atlow pressure and in the absence of O,, the cage
successively closes.)
Cs = Ciu+C

Cs = Cut(
The reaction mechanism for fullerenes in the presence of O, is quite different than without O,. In

0,, the fullerene cage does not close when decomposition and combustion begin at approximately
573 K.! In this case, the mechanism in which the fullerene fragments is unpredictable. The O,

1. Personal Communication, Stephanie Leifer, Ph.D., California Institute of Technology, Pasadena, CA.
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molecules readily attach to any open carbon bonds, possibly preventing the closure of the cage, and
the dome structure basically crumbles.

The reactivity of C¢, with O, is temperature dependent. It will not noticeably react in ambient
air. Noticeable reaction will occur at temperatures beyond approximately 573 K, and reactivity
increases and becomes appreciable as the temperature rises.’

C.1.2.7 Critical Decomposition Temperature

Due to solid-state unimolecular decay, fullerenes in a vapor phase degrade between 1,073 and
1,173 K with an activation energy of 266+ 9 kJ/mol in vacuum, which is comparable with
previously published energies (complete degradation within this range is implied but not
specifically stated). Simulations predict rate constants with a much higher activation energy than
the experimental data reveals, suggesting the possibility of a second, low-barrier decay channel
of one or more ring rearrangement isomerization reactions prior to a C, fragmentation. The
maximum vapor pressure that can be achieved in the feed system is dictated by an upper bound
temperature (a point just prior to degradation) i.e., at 1,073 K the vapor pressure of Cy, is
approximately 1 torr (Ref. 1). Experimental work using higher pressures was not available
through literature searches or discussions with researchers.

C.1.3 Availability and Cost

C.1.3.1 Producibility

Generation of graphitic soot comprising of C,, and C,, fullerenes may be easily accomplished.
The process consists of evaporating an electrically conductive carbon rod in an electric arc plasma
in a tubular evaporator. The plasma is sustained between the carbon rod and a second electrically
conductive carbon rod. Each of the carbon rods are aligned coaxially in the evaporator with at
least one of the rods being moveable. An inert gas flows coaxially over the carbon rods at an inlet
flow rate of at least about 0.02 cubic meters per hour (m’/hr). The graphitic soot may then be
collected from internal surfaces of the evaporator. By adjusting the vaporization conditions in the
apparatus, the concentration of C,, may be changed by as much as 40% (See Footnote 2 on page
4). The fullerene compound can then be extracted with toluene or almost any nonpolar (aromatic)
solvent (this compound is insoluble in polar solvents, moderately soluble in benzenes and
haloalkanes, and highly soluble in naphthalenes since solubility increases with the increase in the
number of carbon atoms within the solvent molecule) (Refs. 1, 9). To further purify, boiling and
reflux will develop a fairly pure Cy, precipitate since the C,, will stay in solution.

2. Personal Communication, Mark Anderson, NASA Jet Propulsion Laboratory, Analytical Chemist, Pasadena, Ca.
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C.1.3.2 Cost

The current cost of C, is exorbitant for most applications with 25 milligrams (mg) of C, costing
$75 and 100 mg of C,, costing $280 (Ref. 11). When the first large-scale applications of
fullerenes are found, the manufacturing cost of C,, will probably fall close to that of aluminum, a
few dollars per pound (Ref. 9).

C.1.4 Application of Carbon-60 for MHD Accelerators

For some applications, Cg, could be an excellent seed material candidate due to its reasonably
low ionization potential, resilience, and possible versatility due to doping. Thermal ionization of
the plasma could occur within the temperature range of an MHD accelerator by introducing Ceo
to lower the plasma ionization potential. A fullerene with Cs or potassium (K) to further adapt
the molecule to an MHD application might possibly be doped (addition of impurity elements to
achieve a desired characteristic).

To be useful as a seed material in the MARIAH study MHD accelerators, C,, must remain stable
for approximately 1 to 2 milliseconds (ms) within the MHD channel between 2,500 and 3,500 K
and up to 100 atmospheres (atm) in an air-working fluid. However, the lack of high temperature
thermal stability of fullerenes precludes their use in this environment. To avoid significant Cy,
degradation, the operating temperature within the apparatus must remain below 1,073 K, and the
maximum vapor pressure should be at or below 1.0 torr. However, at 1 atm in the main working
fluid (air), 1 torr would represent a seed fraction of only 0.1%, which is probably less than
necessary for sufficient electrical conductivity. MHD accelerator applications presently under
study may require pressures of 10 to 100 atm; however, current fullerene research appears to be
focused on experimental systems of less than 1 torr. Consequently, information on systems
using higher pressures, such as needed in this MHD application, is not currently available.

The ionization potential of C,, (7.6 €V), although reasonably low compared to species in high
temperature air, is almost double that for Cs. This means that Cs at 3.894 eV would be more
effective in lowering the plasma’s thermal ionization potential in this application. Another
disadvantage to fullerene use in MHD is its propensity for electron attachment. Negative
fullerene ion production rates exceed those of positive ion production at electron energies below
approximately 10 eV. High energy electrons need to be produced; however, the electron
population can be depleted by fullerene anion formation. Due to the very large electron
attachment cross section of Cy, for electron energies up to 14 €V, an electron temperature of 10
eV or greater would be necessary for positive fullerene ion production rates to exceed that of
negative ion production rates.
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C.1.5 Summary

At this time, the available research results cited above indicate that the use of C,, as a seed
material for this MHD application is not viable. Due to the decomposition of fullerene
molecules at high temperature and the likely decomposition and combustion in high-pressure air,
Cq would seem to be an unacceptable alternative for seeding in the typical MHD accelerator
applications. Fullerenes degrade at temperatures below that necessary for MHD application, then
readily react with O,. Since the decomposition process proceeds by freeing C, molecules at very
low pressures, it seems very probable that combustion would readily occur in typical air
accelerator applications. Furthermore, high pressures are necessary for this application;
however, adequate research has not been completed to pinpoint possible pit falls at pressures of
10 to 100 atm. The electron affinity of fullerenes is another reason why fullerenes are poor
candidates for MHD seeding.

Cg could be considered for other MHD applications in which the conditions are more suitable for
fullerene use. Also, the physical attributes of fullerenes may hold promise if the thermal
degradation problem is circumvented, experimental work is completed on fullerenes at high
pressures, advantageous MHD-related characteristics are developed from doping, and
combustion characteristics are determined. The lower ionization potential, possibility of
designer molecules, and stability of the molecule in suitable environments offer incentives for
further investigation into other MHD applications.
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